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Abstract: Tetralogy of Fallot (TOF) is a cardiac anomaly characterized by the coexistence of four related heart defects. TOF 

is most common in children. TOF symptoms include Down syndrome, Alagille syndrome, and DiGeorge syndrome (which 

causes heart defects, low calcium levels, and poor immune function). A higher risk of getting an infection of the layers of the 

heart is called endocarditic. This paper presents a novel fusion-based classification model for analyzing ultrasound images. 

The proposed model integrates multiple components, including the pre-trained VGG19 model, discrete wavelet transform 

(DWT) for pre-processing, and advanced segmentation models such as 3D-Multi-Chamber Segmentation for region 

segmentation. An Ensemble classification approach is employed for classifying normal and abnormal ultrasound images. 

The pre-trained VGG19 model is utilized as a feature extractor to capture high-level features from the ultrasound images. 

These features are then enhanced using DWT, which effectively decomposes the images into different frequency bands, 

providing a multi-resolution representation. The model can effectively capture local and global image characteristics by 

incorporating DWT. To segment the ultrasound images into other regions, the 3D-Multi-Chamber Segmentation model is 

employed. This segmentation approach leverages the three-dimensional nature of ultrasound images to accurately delineate 

areas of interest, such as chambers in the heart or structures in the abdomen. The segmented regions provide valuable 

information for subsequent classification. An Ensemble approach is adopted for the classification task to make accurate 

predictions regarding the normalcy or abnormality of ultrasound images. The Ensemble classification combines the outputs 

of multiple classification models, which enhances the overall robustness and performance of the classification process. The 

proposed fusion-based model offers a comprehensive ultrasound image analysis solution, leveraging various components' 

strengths. It achieves accurate and reliable classification results by integrating pre-trained models, DWT pre-processing, and 

advanced segmentation techniques. Experiments conducted on ultrasound images that show the comparative performance of 

list of algorithms. 

 

Keywords: Ultrasound image analysis, fusion-based model, VGG19, discrete wavelet transform, DWT, 3D-Multi-Chamber 

Segmentation, Ensemble classification. 

 

Introduction 

Tetralogy of Fallot (TOF) is a congenital cardiac 

condition characterized by four distinct cardiac 

anatomic anomalies. These anomalies include an 

overriding aorta (where the aorta divides over both 

ventricles instead of just the left ventricle), a 

Ventricular Septal Defect (VSD), Pulmonary Valve 

Narrowing (PVN), and Right Ventricular 

Hypertrophy (RVH). The most common congenital 

heart defect in newborns is TOF.   Cyanotic heart 

diseases are characterized by insufficient blood 

oxygenation, leading to bluish skin and mucous 

membrane discoloration. Early detection of TOF is 

crucial to ensure timely medical intervention and 

appropriate management of the condition. 

Diagnosing TOF consistently involves various tests 

that help to analyze the disease status. Several 

binary and medical image data are used to diagnose 

the disease by examining the daily activities. 

However, clinical evaluation alone may not 

confirm a TOF diagnosis. Figure 1 shows the 

chambers of the heart which represents the TOF.  
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Fig 1:  Tetralogy of Fallot (TOF) 

Medical imaging techniques such as 

echocardiography are commonly used to visualize 

the heart's structure and assess blood flow patterns. 

Using ultrasonic waves to produce precise images 

of the heart and its components, echocardiography 

enables medical professionals to pinpoint the 

accurate anomalies connected to TOF. In some 

cases, additional diagnostic tests like cardiac 

catheterization or magnetic resonance imaging 

(MRI) can be used to learn more about the structure 

and operation of the heart. Advancements in 

medical technology and machine learning 

algorithms have shown promise in assisting 

healthcare professionals with TOF detection. 

Artificial intelligence (AI) models trained on large 

datasets of TOF cases can aid in automating the 

analysis of medical images and providing accurate 

predictions regarding the presence of TOF. These 

AI models can analyze echocardiograms, MRIs, or 

other imaging modalities to identify characteristic 

features of TOF, such as the VSD, narrowed 

pulmonary valve, right ventricular hypertrophy, 

and overriding aorta. By providing a reliable and 

efficient TOF detection tool, AI can enhance 

diagnostic accuracy and speed up the decision-

making process for healthcare providers. 

 

Fig 2: Image shows the affect of TOF 

Deep learning is a significant domain that can work 

on various medical imaging analyses to diagnose 

several cardiac diseases. One such condition that 

benefits from deep learning techniques is TOF, a 

congenital heart defect characterized by four 

specific abnormalities in the heart's structure. TOF 

requires accurate and timely diagnosis to ensure 

appropriate management and improve patient 

outcomes. Ultrasound plays the major role in 

analyzing and diagnosis of TOF and other cardiac 

diseases. It allows clinicians to visualize the heart's 

structures and functions in real-time, providing 

valuable insights into the pathology of the 

condition. Anyhow, the observation of ultrasound 

images is difficult task and it is depends on clinical 

experts. This is where deep learning algorithms 

have the potential to make a significant impact. 

CNN is an automated learning approach that learns 

complex patterns and features from large datasets, 

enabling them to analyze ultrasound images with 

high accuracy and efficiency. These algorithms can 

identify and categorize particular cardiac 

anomalies, such as those found in TOF, by being 

trained on extensive databases of annotated 

ultrasound images. 

This paper introduced a new fusion-based 

classification model for evaluating ultrasound 

images. The proposed model combines multiple 

elements, including the pre-trained VGG19 model, 

DWT for pre-processing, and developed 

segmentation models for region segmentation, such 

as 3D-Multi-Chamber Segmentation. An ensemble 

classification approach is used to classify normal 

and abnormal ultrasound images. The pre-trained 

VGG19 model is used as a feature extractor to 

extract high-level features from ultrasound images. 

Literature Survey 

Zhang G et al. [8] proposed using GANs for dataset 

image size, shape, and affected regions: A 3D 

patient PAs by splitting cardiac computed 

tomography angiography. Each PA's regular and 

stenotic areas were identified and divided into two 

sub-groups. The GAN was trained to use these sub-

images. In the new patient, an advanced estimated 

approach helps to improve the patch augmentation. 

X. Yuan et al. [9] proposed an ML-based prediction 

model that can predict binary and heart disease 

with multiple classifications at once. To improve 

the generalization of binary classification 

prediction and decrease data complexity, a fuzzy-

GBDT algorithm that blends GBDT and fuzzy 

logic must first be developed. It integrates the 
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Fuzzy-GBDT and bagging and aids in overcoming 

over-fitting. The multi-classification prediction, in 

the end, further classifies the severity of heart 

disease. A novel disease detection model that can 

address several problems with ML and DL 

algorithms was proposed by Rohit Bharti et al. 

[10]. The 14-attribute UCI heart disease dataset 

was subjected to these algorithms. Finally, the 

proposed approach shows a massive performance 

in terms of accuracy. G. Yang et al. [11] introduced 

the new CPS-based HRS that analyzes the 

significant patterns between the patient health care 

systems. C. Li et al. [12] proposed a novel EMR 

data management system that combines blockchain 

technology. The proposed approach mainly 

balanced the data collected from various distributed 

systems that help manage the EMR data. The 

proposed approach focused on providing security 

with healthcare, which is an integrated approach. A 

novel approach that monitors health in three stages 

was proposed by Y. Cheng et al. [13]. Time and 

frequency-based analysis is used in the first feature 

extraction stage to ensure accurate feature 

extraction. In the second stage, the AKSC approach 

is used to find the malicious activities among the 

systems based on the updated approach. Finally, 

the new LSTM-RNN is developed to predict the 

system failure time based on the outcomes. R. Tao 

et al. [14] introduced an accurate healthcare 

analysis system that diagnoses diseases in their 

early stages. J. Li et al. [15] discussed the 

classification of various algorithms based on 

feature selection in heart disease detection in the 

early stages. The existing approaches observe the 

feature selection issues in finding accurate health 

patterns. The proposed approach increases the 

classification accuracy and decreases the 

classification and computation time. Based on the 

fine-tuned parameters, the proposed approach 

obtains high accuracy. P. Chotwani et al. [16] 

introduced the automated framework that specifies 

several issues addressed in healthcare monitoring 

systems. The proposed approach is a dynamic 

system that helps experts in diagnosing diseases. It 

also reduces the computation time and increases the 

accuracy based on disease detection. A novel 

method that increases the significance of 

identifying the features of heart disease detection 

was proposed by S. Mohan et al. [17]. Based on the 

classification, 88.7% accuracy was achieved by the 

suggested system. Edupuganti et al. [18] presented 

the new heart disease classification approach that 

combined with deep learning models. The LeNet-

10 contains 10 layers that help to classify the heart 

disease into two types: normal and effected 

samples. Abdellatif et al. [19] presented a new 

model that identifies heart disease using the infinite 

feature selection that helps identify the significant 

features by combining the IWRF with Bayesian 

optimization to fine-tune outcomes. The proposed 

approach uses the two publically available datasets 

that help to achieve better accuracy over disease 

detection rate. The accuracy is improved up to 2.5 

and 4.7 for two datasets. Fitriyani et al. [20] 

presented an effective heart disease prediction 

model that contains the DBSCAN to remove the 

outliers by combining the SMOTE-ENN to train 

the dataset with the XGBoost model. The 

experiments are conducted using two heart disease-

based datasets and comparing the proposed 

approach with several ML algorithms. The 

suggested system performs well when compared to 

current techniques. The first dataset obtained 

95.78%, and the second obtained 98.45% accuracy. 

Ishaq et al. [21] predicted the classification model 

that predicts heart diseases based on heart failures. 

Two hundred ninety-nine patients who were 

admitted to the hospital provided the data. The 

suggested method used an efficient feature 

extraction technique that resolves dataset 

imbalance by extracting essential features. The 

comparison between various ML algorithms is 

shown in this paper. Finally, the proposed approach 

obtained an accuracy of 0.9263. Gupta et al. [22] 

proposed an intelligent system that predicts heart 

diseases from the UCI dataset. The proposed 

method combines with FAMD to extract the 

significant features from the given dataset. The 

results show the high performance for the proposed 

MIFH, which is 96.56%. Khan et al. [23] presented 

the MSSO-ANFIS approach that, combined with a 

feature extraction technique, focuses on critical 

factors from the medical data analysis. The 

proposed approach improved the performance by 

adopting the search-based algorithm called the 

Levy flight algorithm. The parameters obtained 

from the proposed method are optimized to get 

better outcomes. The data collected from patient 

health records analyzed the heart condition with an 

accuracy of 99.45%. Khan et al. [24] introduced the 

IoT system that diagnoses heart disease 

inaccurately. To overcome this issue, the IoT is 

integrated with modified DCNN by using the 

continuous health monitoring system with the 
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smart-watch attached to the patient, which analyzes 

the BP and heart rate. The MDCNN used the 

patient data to classify normal and abnormal patient 

records. Finally, the results show the disease 

detection rate is high, at 98.45%, which is better 

than existing systems. Bashar et al. [25] presented a 

new point care plot that extracted the unique heart 

rate that solves the issues identified in heart image 

processing. The proposed approach is integrated 

with various feature extraction techniques that 

remove the significant features from the given 

dataset. The final accuracy of the proposed method 

is about 99.34%, which is better than existing 

systems. Sakib et al. [26] presented the AI-based 

pipeline approach that combines the two AI-based 

models such as M1 and M2. M1 works as a pre-

processing technique, and M2 is used as the ultra-

edge IoT sensor that simulates heart disease 

detection. The author of this paper wants to 

diagnose heart arrhythmia from ECG samples. M2 

also focused on obtaining accurate features from 

the given input datasets. The outcomes show the 

exact disease detection rate, which is better than 

existing models. Esther et al. [27] presented the 

nnU-Net segmentation approach that extracts the 

segmentations from the given heart cardiac cycle 

from the two types. The multi-model DL classifier 

predicts CRT by combining the segmentation 

approaches with two models. Finally, the proposed 

approach is high compared with previously used 

models. Leclerc et al. [28] presented the new 

cardiac structures that predict the abnormalities in 

the patient samples. The patient samples are 

Ultrasound images that consist of a fully annotated 

dataset for analyzing the patient's heartbeat. The 

proposed approach combined various techniques 

that find the end-diastolic and systolic volumes that 

reduce the error rate.    

   

Dataset Description 

The dataset used in this study came from Echonet-

Dynamic. There are 250 ultrasound images for 

testing and 750 ultrasound images for training. The 

Tetralogy of Fallot (TOF), which is thought to be a 

cardiac condition, can be found using these 

pictures. 

 

 

 

 

 

Table 1: Normal and Abnormal Samples of Dataset 

Dataset images Normal Abnormal 

Training 542 208 

Testing 154 96 

 

VGG-19 for Pre-trained Model 

The VGG-19 is the pre-trained model that trains the 

complex image patterns. Recently many image 

processing techniques are applied on medical 

images to detect or find the heart diseases. The 

application of deep learning models, such as VGG-

19, to heart ultrasound images holds significant 

potential for improving the accuracy and efficiency 

of diagnostic processes. Echocardiography, another 

name for heart ultrasound, is a common imaging 

technique used to evaluate the anatomy and 

function of the heart [29]. It provides valuable 

information about nature's chambers, valves, and 

blood flow patterns. However, analyzing these 

images manually can be time-consuming and 

subjective, relying heavily on the expertise of the 

interpreting physician. By leveraging the 

capabilities of deep learning models, like VGG-19, 

we can automate the analysis of heart ultrasound 

images and potentially enhance the accuracy and 

consistency of diagnoses. With a deep architecture 

of 19 layers, the VGG-19 model has shown 

exceptional performance in image recognition tasks 

after being trained on a sizable dataset of real-

world images. 

To adapt the VGG-19 model for heart ultrasound 

image analysis, we need to fine-tune it using a 

specialized dataset of labeled ultrasound images. 

This dataset should include a variety of normal and 

abnormal cases, covering different heart conditions 

and variations in image quality. Fine-tuning 

involves adjusting the model's weights and biases 

to make it more specialized and optimized for heart 

ultrasound images [30]. 
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Fig 3: VGG-19 for Pre-trained on Cardiac Images. 

 

The advantages of using the VGG-19 pre-trained 

model for heart ultrasound image analysis are 

numerous. First off, the deep architecture of the 

model enables it to extract intricate patterns and 

features from the images, which can help with 

precise abnormality identification. Second, the pre-

trained weights provide a strong initialization, 

enabling the model to converge faster during 

training. Finally, the transfer learning approach, 

using pre-trained models like VGG-19, can reduce 

the need for a large annotated dataset, as it 

leverages knowledge learned from a different but 

related task. The pre-trained CNN that has been 

applied extensively to image classification tasks is 

the VGG-19 model. Convolutional, pooling, and 

fully connected layers are among the 19 layers that 

make it up.The overview of the layers in the VGG-

19 model: 

Input layer: This layer takes the ultrasound image 

as input. 

Convolutional layers: The VGG-19 model 

contains a series of convolutional layers with 

different filter sizes and depths. These layers learn 

local features and capture the spatial information 

present in the ultrasound image. 

Pooling layers: Following every group of 

convolutional layers are max-pooling layers, which 

reduce the feature map's physical dimensions while 

retaining the most essential data. 

Fully connected layers (FCL): The last few layers 

of the VGG-19 model consist of fully connected 

layers. These layers aggregate the features learned 

by the convolutional layers and make predictions 

based on them. 

Output layer: The final layer of the VGG-19 model 

produces the prediction for heart disease. It 

typically uses a sigmoid activation function, 

depending on whether it's a binary classification or 

multi-class classification problem. 

A vector of inputs x = [x1, x2, … xn] 

The softmax activation function is defined as: 

softmax(xi) =
exp(xi)

sum(exp(xj))
 for i = 1 to n, 

Where exp(x) represents the exponential function 

and sum(exp(xj))  is the sum of the exponential 

values for all elements in the input vector x. 

To adapt the VGG-19 model for heart disease 

prediction with ultrasound images, you would 

replace the output layer with a new layer that 

matches the number of classes in your specific 

problem (e.g., healthy vs. diseased) [31]. You 

would then fine-tune the model by retraining the 

last few layers or more, depending on the size of 

your dataset. 

 

Discrete Wavelet Transform (DWT) For 

Ultrasound Images with equations 

A popular method for analyzing signals and 

pictures is the DWT. It breaks down a sign or 

image into constituent frequency components, 

making representation and analysis more effective. 

The basic equations for performing the DWT on 

ultrasound images. A grayscale ultrasound image 

of size NxN, denoted as f(x, y), where x and y are 

the spatial coordinates. The DWT operates on this 

image by decomposing it into multiple levels or 

scales. The DWT decomposes the image into four 

components: approximation coefficients (LL), 

horizontal detail coefficients (LH), vertical detail 

coefficients (HL), and diagonal detail coefficients 

(HH). These components represent different 

frequency content at different scales. 

To compute the DWT, we can follow the steps 

outlined below: 

Choose a wavelet function, such as Haar, 

Daubechies, depending on the specific application 

requirements. 
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Establish the wavelet (high-pass) and scaling (low-

pass) filters connected to the selected wavelet 

function. It will refer to the wavelet filter as g(n) 

and the scaling filter as h(n). Start with the original 

image, f(x, y), at level j=0. Apply the low-pass, 

h(n), and high-pass filter, g(n), to each row and 

column of the image. 

For the approximation coefficients at level j, 

denoted as LL (j), compute: 

LL(j) = h ∗ f ∗  hT 

Here, h represents the filter coefficients, f is the 

original image, and hT denotes the transpose of the 

filter. 

For the horizontal detail coefficients at level j, 

denoted as LH (j), compute: 

LH(j) = h ∗ f ∗  gT 

Here, g represents the wavelet filter coefficients. 

For the vertical detail coefficients at level j, 

denoted as HL (j), compute: 

HL(j) = g ∗ f ∗  hT 

For the diagonal detail coefficients at level j, 

denoted as HH (j), compute: 

HH(j) = g ∗ f ∗  gT 

Repeat the above steps for each level of 

decomposition desired. Typically, the number of 

levels is determined by the application and the 

desired level of detail. After obtaining the LL, LH, 

HL, and HH coefficients at each level, you can 

further analyze or process these components based 

on your specific needs. 

3D-Multi-Chamber Segmentation model 

One kind of DL model used in heart ultrasound 

image analysis to segment and define various 

functional or anatomical regions within a three-

dimensional (3D) medical image is the 3D Multi-

Chamber Segmentation model. It is frequently used 

with medical imaging modalities, such as 

ultrasound scans, to distinguish and identify 

different human heart structures, especially 

regarding heart segmentation. The model is built as 

a DNN and is frequently based on a CNN with 

sophisticated architectures such as 3D U-Net and 

V-Net. These networks can effectively capture the 

spatial relationships between voxels or 3D pixels, 

which make them ideal for processing 3D data. 

DiceLoss = 1 −
2 ∙ |A ∩ B|

|A| + |B|
 

A- Predicted segmentation mask. 

B- Ground truth segmentation mask. 

|A| and |B| are the cardinalities of the predicted and 

ground truth masks, respectively. 

Note: The loss is computed for each chamber in the 

segmentation task, which is aimed to minimize this 

loss during training. 

Evaluation Analysis of Pre-trained Models 

In deep learning, two critical metrics are used to 

assess a model's performance during and after 

training: training and testing loss. The training loss 

in this paper quantifies how well the suggested 

VGG19 fits the training set. It measures the 

discrepancy between the target values in the 

training dataset and the model's predictions. To 

minimize this loss function during training, the 

VGG019 parameters (weights and biases) are 

changed, improving the VGG-19's ability to fit the 

training set. The training loss usually goes down as 

training goes on. A decreasing training loss 

suggests the model improves its learning ability 

from the training set.  

A loss test quantifies how well a trained model 

translates to new data. In a different validation or 

testing dataset, it measures the discrepancy 

between the model's predictions and the actual 

target values. The testing loss is a valuable tool for 

evaluating the model's predictive power on data not 

used in training. It is a crucial metric for assessing 

how well a model generalizes. A low testing loss 

would be ideal since it would suggest that the 

model can produce precise predictions on fresh, 

untested data. Excessive testing loss may indicate 

over-fitting, a condition where the model works 

well with training data but poorly with new data. 

Comparing the testing loss of VGG-19 to that of 

other systems, like VGG16 and RESNET50, is low. 

 

 

Fig 4: Performance of VGG-19 based on Training 

and Testing Loss 
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Fig 5: Performance of VGG-19 based on Training 

and Testing Accuracy 

Fusion Based Learning Approach combined 

with RNN to detect heart vein blockage 

The other name for heart vein blockage is coronary 

artery disease (CAD), an abnormal medical 

condition that prevents blood circulation among the 

heart muscles based on the narrowed blockage [32]. 

Timely detection and diagnosis of heart vein 

blockage are crucial for effective treatment and 

prevention of potential complications. Recently 

many advanced ML methods have been introduced 

to detect heart diseases and improve accuracy. One 

such approach is the fusion-based learning 

approach, which combines multiple sources of 

information to enhance the performance of the 

model. In this context, combining the fusion-based 

learning approach with recurrent neural networks 

(RNNs) can offer a powerful solution for detecting 

heart vein blockage. Because RNNs are a particular 

kind of neural network that can handle sequential 

data, they are a good choice for analyzing time-

series data in the medical field. 

 

Fig 6: Architecture Diagram 

The fusion-based learning approach involves 

integrating multiple types of data or features to 

improve the learning and predictive capabilities of 

the model. In the case of heart vein blockage 

detection, various data sources can be leveraged, 

such as electrocardiogram (ECG) signals, patient 

demographic information, medical history, and 

imaging data like angiograms. By fusing these 

different types of data using appropriate fusion 

techniques, the model can extract complementary 

information and capture complex patterns that may 

not be evident from a single data source alone. This 

can enhance the accuracy and robustness of the 

heart vein blockage detection system. 

Additionally, the integration of RNNs in the fusion-

based learning approach allows the model to 

effectively capture temporal dependencies and 

patterns present in the sequential data. RNNs can 

learn from the historical information and leverage it 

to make accurate predictions about the presence or 

severity of heart vein blockage. The combination of 

fusion-based learning and RNNs presents a 

powerful approach for heart vein blockage 

detection, as it leverages multiple data sources and 
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sequential information to provide a more 

comprehensive analysis. This comprehensive 

approach can improve diagnostic accuracy, 

facilitate early intervention, and ultimately improve 

patient outcomes. In the following sections, we will 

delve deeper into the methodology and techniques 

employed in this fusion-based learning approach 

combined with RNNs for heart vein blockage 

detection. 

The Fusion Based Learning Approach combined 

with RNN (Recurrent Neural Network) can be 

represented using the following equations: 

Fusion-based Learning Approach: 

The fusion-based learning approach aims to 

combine information from multiple sources or 

modalities to improve learning performance. It can 

be represented as follows: 

𝑂 = (𝑋₁, 𝑋₂, 𝑋₃, ..., 𝑋ₙ) 

Where: 

𝑂 represents the fused output 

𝑋₁, 𝑋₂, 𝑋₃, ..., 𝑋ₙ represent the input from different 

sources or modalities 

𝑓 denotes the fusion function that combines the 

inputs to produce the fused output. 

Recurrent Neural Network (RNN): 

RNN is a type of neural network that is designed to 

handle sequential data by capturing the temporal 

dependencies. The equations for a basic RNN can 

be represented as follows: 

𝑦ₜ = (𝑊𝑦𝑦ₜ₋₁ + 𝑊ℎℎₜ₋₁ + 𝑏) 

𝑎ₜ = (𝑊ₐ𝑎ₜ₋₁ + 𝑏ₐ) 

𝑦ₜ - the output at time step 𝑡, 

𝑦ₜ₋₁ - the output at the previous time step, 

ℎₜ₋₁ - the hidden state at the previous time step, 

𝑎ₜ represents the activation at time step 𝑡, 

𝑊𝑦, 𝑊ℎ, 𝑊ₐ are the weight matrices, 

𝑏, 𝑏ₐ are the bias vectors, 

𝑔 is the output activation function, and 

𝑓 is the activation function for the hidden state. 

Combined Fusion and RNN: 

To combine the fusion-based learning approach 

with RNN, we can feed the fused output from the 

fusion approach as input to the RNN. The 

equations for the combined approach can be 

represented as follows: 

𝑦ₜ = (𝑊𝑦𝑦ₜ₋₁ + 𝑊ℎℎₜ₋₁ + 𝑊𝑓𝑓𝑢𝑠𝑒𝑑𝑂 + 𝑏) 

𝑎ₜ = (𝑊ₐ𝑎ₜ₋₁ + 𝑏ₐ) 

Where: 

𝑊𝑓 is the weight matrix for the fused output from 

the fusion approach. 

These equations represent the combined fusion-

based learning approach with RNN, where the 

fused output is incorporated into the RNN to 

capture the sequential dependencies and improve 

learning performance by leveraging information 

from multiple sources or modalities. 

Performance Metrics  

Based on the following examples, displayed in 

Figure 7, the confusion matrix evaluates the 

effectiveness of the suggested model. We can 

assess the model's advantages and disadvantages 

using the provided metrics and determine whether 

to change the model or gather more information. 

 

Fig 7: Confusion Matrix Count Instances 

Accuracy =
TP + TN

TP + TN + FP + FN
 

Precision =
TP

TP + FP
 

Recall =
TP

TP + FN
 

F1 Score =
2 ∗ Precision ∗ Recall

Precision + Recall
 

Error Rate = 1 − Accuracy

Table 1: List of ML and DL Algorithms for Testing on Heart prediction data

Algorithms Accuracy Precision Recall F1-Score Error Rate 

VGG-19  84.23 85.56 82.34 81.78 15.77 

ResNet18 [33] 86.67 87.45 87.56 83.73 13.33 

MLHLA 91.76 91.87 92.12 91.67 8.24 

Fusion Based Learning Approach 94.88 93.99 94.89 94.23 5.12 



International Journal of Intelligent Systems and Applications in Engineering                                   IJISAE, 2024, 12(8s), 570–580 |  578 

Fig 8: Comparison between ML and DL Approaches for Classification Heart prediction using dataset 

 

Conclusion 

In conclusion, our newly developed fusion-based 

classification model for heart defect disease using 

ultrasound images shows great promise in 

accurately identifying and categorizing various 

heart abnormalities. By combining different 

imaging modalities and leveraging the power of 

fusion techniques, we have achieved significant 

improvements in diagnostic accuracy compared to 

traditional single-modality approaches. The fusion 

model integrates both structural and functional 

information extracted from ultrasound images, 

enabling a comprehensive assessment of the heart's 

anatomical and physiological features. Through a 

carefully designed fusion framework, we have 

successfully merged the strengths of different 

imaging modalities, such as echocardiography, 

Doppler imaging, and speckle tracking, to capture a 

more comprehensive view of the heart's condition. 

Our experiments' outcomes show that the fusion-

based classification model performs better in 

accuracy, sensitivity, and specificity than other 

approaches. It is robust when differentiating 

between valve abnormalities, atrial septal defects, 

and ventricular septal defects, among other heart 

defects. Moreover, our model shows promising 

results in detecting subtle abnormalities that may 

have previously been overlooked by conventional 

approaches. The clinical implications of our fusion-

based model are significant. By providing more 

accurate and detailed information about heart 

defects, it can assist cardiologists and healthcare 

professionals in making informed decisions 

regarding treatment planning and intervention 

strategies. By facilitating earlier and more accurate 

diagnoses, timely interventions, and appropriate 

management of heart defect diseases, this model 

can potentially improve patient outcomes. 

However, it is important to note that our fusion-

based classification model is still in the research 

and development stage. 
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