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Abstract: Predicting human behaviour is a complex and multifaceted endeavour with implications spanning various domains, from 

healthcare and marketing to security and social sciences. This research paper delves into the application of deep learning techniques for 

the prediction of human behaviour. The study explores the use of neural networks, including Long Short-Term Memory (LSTM), 

convolutional neural networks (CNNs), and other advanced deep learning architectures in capturing intricate patterns and dependencies in 

human behaviour data.  

We begin by discussing the importance of human behaviour prediction, its real-world applications, and the challenges associated with this 

task. We also highlight the significance of feature engineering and data preprocessing techniques in enhancing prediction accuracy. The 

research emphasizes the critical role of data quality, model interpretability, and ethical considerations in the deployment of deep learning 

for human behaviour prediction. Moreover, it addresses the ongoing research challenges and future directions in this field, such as 

addressing biases, handling sparse data, and integrating multimodal data sources. In conclusion, this paper underscores the promise of deep 

learning in advancing our ability to predict human behaviour, with the potential for transformative applications in numerous sectors. The 

findings presented herein contribute to the ongoing dialogue on harnessing artificial intelligence for a better understanding of and 

adaptability to human behaviour. 

Keywords: Human behaviour prediction, Deep learning, LSTM (Long Short-Term Memory), CNN (Convolutional Neural Network), Data 
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1. Introduction  

Recognizing human actions in videos is a difficult but 

essential part of action recognition and video processing. 

The underpinning for activity recognition is constant 

monitoring of human behaviour. It has formed the 

foundation for several uses, including healthcare and 

geriatric monitoring, injury detection in sports, human 

position estimate, and home surveillance. Human activity 

detection from video sequences is still a challenging 

subject despite significant advancements in the field. The 

hardest aspect is definitely the feature extraction. It does 

affect the algorithm's performance, as it speeds up 

computations and simplifies logic. Human activity 

recognition [1] relies on manually generated local 

characteristics extracted from RGB footage captured by 

2D cameras that are incapable of handling complicated 

human actions. Some strategies depend on the extraction 

of a moving individual from their backdrop. Human 

activity can also be characterized through the use of 

motion tracking. Human tracking is used to manage its 

motion and construct trajectories over the scene. Humans 

have an intuitive ability for tracking. Once the objects' 

velocities go too high, the problem becomes difficult to 

solve. Human activity recognition is the study of 

predicting the kinds of behaviours and objectives that one 

or more agents will engage in. Their past behaviour and 

activities will be analyzed to determine the best course of 

action. Common daily actions for a human being include 

walking, running, sitting, standing, lying down, ascending 

and descending stairs, and more. If HAR could be used to 

detect and analyze people's actions, it may lead to 

innovative solutions in the sectors of child and elder care 

combined with tools and methods from the Internet of 

Things [1]. In the case of a child left at a day care while 

their parents went to work, the HAR might be used to 

forecast the child's behaviour and let the parents know 

whether or not their child is in danger. Caregivers or 
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guardians might utilize this technology to keep their 

elderly charges safer by preventing them from engaging 

in risky behaviours. Therefore, HAR has the potential to 

deliver appealing answers to pressing human issues across 

a wide range of contexts, from personal fitness to gaming 

to security domains to the health care business and 

beyond. Recent advances in Deep Learning have made 

CNN and RNN architectures increasingly popular, but 

researchers have only begun to explore how these 

networks might be used to train time series of inertial 

sensor data [2, 3]. Models of deep learning include CNN 

and In order to develop discriminative features from raw 

sensor data, RNNs take a data-driven approach. External 

or wearable sensors, such as accelerometers and 

gyroscopes, are typically used to track human activity. 

Accelerometer data monitors the speed at which 

individuals move, while gyroscope data measures the 

angular velocity at which they move of the acts. 

[4]Therefore, it will be crucial to create enough automated 

systems to handle and evaluate the whole dataset that 

these sensors offer. Based on this, large amounts of raw 

data will be gathered, processed to create a feature vector, 

and then utilized as input to learning algorithms to 

produce an activity recognition model [5]. To get the 

highest possible identification accuracy, it is crucial to use 

a well-trained, well-organized prototype.  

2. Literature Survey 

In this, the author [1] presented a study on the prediction 

of human activities, both static and dynamic, using 

machine and deep learning models. They explored various 

algorithms and techniques to classify and predict human 

activities. The core objective was to improve the accuracy 

of activity recognition in real-world scenarios. The 

authors concluded that their deep learning models, 

combined with machine learning approaches, provided 

promising results for activity prediction, which can have 

applications in fields such as healthcare and human-

computer interaction. 

In this, the author [2]  presented a novel approach to 

human behaviour prediction in smart home environments. 

They employed deep reinforcement learning techniques to 

predict and understand human actions within the context 

of a smart home. The core objective was to enhance the 

adaptability and automation of smart home systems by 

accurately predicting and responding to human behaviour. 

The authors' work aimed to improve the overall user 

experience and efficiency of smart home environments. 

Their approach demonstrated the potential of using deep 

reinforcement learning for human behaviour prediction in 

the context of IoT and home automation. 

In this, the author [3] introduced an approach for 

pedestrian prediction using deep neural networks. Their 

core objective was to enhance pedestrian safety and 

autonomous driving by accurately predicting the 

behaviour of pedestrians in urban environments. The 

authors utilized deep neural networks for planning and 

predicting pedestrian movements, emphasizing the 

importance of real-time decision-making in autonomous 

vehicles. Their work demonstrated that deep learning 

techniques could contribute to the development of 

advanced driver assistance systems and autonomous 

vehicles, making them safer and more efficient in 

navigating complex urban scenarios. 

In this the author [4] introduced a core objective was to 

develop a model that could predict an individual's 

personality traits based on their social media activity and 

content. The authors employed various machine learning 

algorithms to analyze text and behaviour on social media 

platforms and make predictions about a user's personality. 

The results of this work are valuable for personalized 

content recommendations, targeted advertising, and 

understanding online behaviour. The study highlighted the 

potential of machine learning in extracting insights from 

social media data for various applications, including 

personalized user experiences and content curation. 

In this, the author [5] presented a core objective was to 

enhance traffic safety and management by accurately 

predicting areas with a higher risk of accidents in urban 

environments. The authors utilized deep learning 

techniques to predict accident-prone areas. This research 

contributes to improving traffic safety and optimizing 

resource allocation for accident prevention and 

emergency response. The study demonstrated the 

potential of deep learning for urban planning and 

intelligent transportation systems, with the aim of 

reducing accidents and enhancing overall traffic 

management. 

In this, the author [6] focused their core objective was to 

improve the accuracy of predicting short-term crime 

incidents in urban areas by incorporating human mobility 

patterns. The authors leveraged deep learning techniques 

and analysed human mobility data to gain insights into 

how human movement influences crime rates. By 

combining mobility data and advanced deep learning 

models, they aimed to provide valuable insights for law 

enforcement and urban planning to better allocate 

resources and enhance safety measures. This research 

highlights the potential of integrating mobility data and 

deep learning for more effective crime prediction and 

prevention strategies in urban environments. 

In this, the author [7] conducted a core objective was to 

evaluate and compare different deep learning models for 

the recognition of complex scenarios involving multiple 

activities and objects within visual data. By examining 

various deep learning architectures, the authors aimed to 

identify the most effective model for MAMO recognition.  
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In this, the author [8] explored the use of deep learning for 

time-to-lane-change prediction. The core objective was to 

develop a model that could accurately predict when a 

vehicle would change lanes in an intelligent transportation 

system context. By leveraging deep learning techniques, 

the authors aimed to enhance traffic safety and 

management by predicting lane change behaviour, which 

is critical for autonomous vehicles and advanced driver 

assistance systems. The research demonstrated the 

potential of deep learning in contributing to intelligent 

transportation systems by improving predictions related to 

lane changes, thereby enhancing traffic safety and overall 

traffic flow management. 

In this, the author [9] Nielsen, focuses on practical time 

series analysis with an emphasis on prediction using 

statistics and machine learning. The core objective of the 

book is to provide a comprehensive and practical guide for 

analyzing time series data, making predictions, and 

applying statistical and machine learning techniques 

effectively. By covering a wide range of topics related to 

time series analysis, Nielsen's work aims to equip readers 

with the knowledge and skills needed to work with time 

series data in various fields, including finance, economics, 

and forecasting. 

In this, the author [10] focused on core objective was to 

develop a model that could recognize and predict the daily 

activities of individuals based on images captured from a 

first-person perspective, such as through wearable 

cameras. By leveraging deep learning, the authors aimed 

to create a system that can assist in activity recognition for 

applications like healthcare, personal assistance, and 

augmented reality. This research showcased the potential 

of deep learning in understanding and predicting human 

behaviour based on visual data, thereby contributing to 

advancements in wearable technology and human-

computer interaction. 

In this, the author [11] introduced an unsupervised user 

behaviour prediction algorithm for smart homes, based on 

a combination of machine learning and neural network 

techniques. The core objective was to develop an 

approach that could predict user behaviour within a smart 

home environment without relying on explicit labels or 

supervision. By employing machine learning and neural 

network models, the authors aimed to enhance the 

adaptability and automation of smart home systems, 

ultimately improving the user experience and energy 

efficiency. This research demonstrated the potential of 

unsupervised learning in predicting and understanding 

user behaviour in smart home settings, offering 

advancements in home automation and energy 

conservation. 

In this, the author [12] conducted an exploratory study on 

predicting depression using machine learning methods 

and smartphone behavioural markers. The core objective 

was to develop a model that could identify signs of 

depression based on patterns in smartphone usage and 

behaviour the authors aimed to provide a valuable tool for 

early detection and monitoring of depression by 

demonstrating the potential of using smartphone data for 

mental health assessment, ultimately leading to improved 

mental health care and early intervention for individuals 

at risk of depression. 

In this,  the author [13] presented a core objective was to 

assess and compare various methods and techniques used 

to predict human behaviour in the context of smart and 

intelligent environments. By analysing different 

approaches and their performance, the authors aimed to 

provide insights into the effectiveness of predictive 

models for applications like smart homes, healthcare, and 

automation in human behaviour prediction and helping 

researchers and practitioners choose the most suitable 

methods for specific use cases, thereby advancing the 

development of intelligent systems. 

In this, the author [14] focused on the application of 

machine learning for the efficient assessment and 

prediction of human performance in collaborative 

learning environments. The core objective was to develop 

models and techniques that can assess and predict how 

well individuals perform in collaborative learning 

scenarios. By leveraging machine learning methods, the 

authors aimed to improve the assessment of collaborative 

learning outcomes, which is crucial in educational and 

homeland security contexts. Their research contributes to 

the advancement of personalized learning and security 

efforts by providing tools for ultimately enhancing 

decision-making and resource allocation. 

In this, the author [15] focused on the core objective was 

to develop a system that can recognize and predict. By 

employing deep learning algorithms, the author aimed to 

enhance the accuracy and applicability of activity 

recognition and prediction in various domains, including 

healthcare, sports, and assistive technology. This research 

highlights the potential of wearable sensors and deep 

learning for understanding and forecasting human 

behaviour, offering advancements in personalized 

healthcare and human-computer interaction. 

A. WISDM Dataset 

For our work we have used WISDM data set. Time series 

sensor data from 51 test individuals completing 18 

activities, each lasting 3 minutes, and sampled at 20Hz via 

a smartphone and wristwatch. There were 36 people that 

took part in the study. The UCI machine-learning 

repository offers this for download. There are 1,098,207 

records in the collection, and they cover six different 

activities: walking, jogging, going up and down stairs, 
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sitting, and standing. User, Activity, Time, X Acceleration, 

Y Acceleration, and Z Acceleration are the columns. This 

dataset was originally somewhat lopsided, with 38.6% of 

records involving walking, 31.2% involving jogging, 

11.2% involving being upstairs, and 9.1% involving being 

seated and 4.4% involving being standing. 

B. CNN Architecture 

The section of the human brain known as the visual cortex 

served as an inspiration for the development of CNNs. A 

neuron in a particular layer will only have connections 

with a small fraction of the neurons in the layer below it, 

rather than being connected to all of the neurons in that 

layer. There is also a term for what are known as 

Convolutional Neural Networks, or CNNs. There is a 

divide between CNN and other media outlets. Input, 

output, convolutional, relu, pooling, and fully connected 

layers make up the traditional CNN architecture. These 

layers are referred to as the input layer, the output layer, 

the pooling layer, and the fully connected layer, 

respectively. Backpropagation is often utilised because it 

is the method that most effectively converges the 

estimation error while also ensuring that the final 

convolution is appropriately weighted. The goal of the 

convolutional operation is to extract the high-level 

features in an effort to offer a more vital and subtle link 

amid the classification process. 

C. LSTM Architecture 

RNNs with longer short-term memory (LSTM) are able to 

learn and recall across very long arrangements of input 

data. This ability allows them to do exceedingly complex 

tasks. As a consequence of this, one of the most common 

uses of LSTM is in the field of time series analysis. 

Activation functions are not used in LSTM's recurrent 

layers. The values that have been stored are not modified. 

The problem of a gradient that gradually decreases over 

time does not arise during the training of LSTM [5, 6]. 

LSTMs are often constructed in "blocks" or cells, and each 

block may include anywhere from three to four gates (Fig. 

1), which may include input and output gates in addition 

to forget gates. LSTMs are typically created in "blocks" or 

cells. The problem of disappearing gradients can be solved 

with LSTM by applying the gating concept [6]. 

 

 

Fig. 1. Illustration of an LSTM memory cell [7]. 

Because LSTMs are able to train from data on 

unprocessed time series, they represent a feasible 

alternative for sequence classification that does not need 

the hand-engineering of input properties by subject matter 

experts. It is possible to input data from a number of 

sensors, such as accelerometers and gyroscopes, all at the 

same time into the model.  

 

Fig. 2. Standard RNN module 

Through exposure to sequences of observations and the 

subsequent extraction of features from those sequences, 

the model is provided with the knowledge necessary to 

map its internal properties to a wide variety of activity 

types. 
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D. Human Activity Recognition with CNN and LSTM 

HAR has been widely a vast study field in the past decade. 

The use of HAR on information collected by smartphones 

and other sensors has advanced fast in recent years, and it 

now has a wide range of useful applications. Recent 

developments in the field of mobile sensing have made it 

possible for people to keep tabs on anything from their 

emotional state and commuting habits to their sleep and 

exercise habits [6]. Activity recognition issues have also 

been attacked with statistical learning techniques. We've 

utilised a variety of methods, including Naive Bayes and 

K-Nearest Neighbour (KNN), to identify seven distinct 

movements, including walking, running, leaping, and so 

on. Systems have gotten more heuristic [10], but their 

design has become increasingly complex and requires 

specialised knowledge.  

Numerous implementations of HAR employing CNN and 

LSTM models have been shown to be successful in the 

literature. In [8], using the UCI-HAR dataset. They also 

demonstrate a method that incorporates convolutions into 

the LSTM units' input reading process. Overall, the CNN 

LSTM model has reached 90.6% accuracy, whereas the 

Convolutional LSTM model provided around 90% 

accuracy. In [9], we see a way for employing CNN LSTM, 

with the convolutional output serving as the LSTM input. 

Different time frames have been used for convolution, and 

a "Time Distributed layer" has been implemented for time 

series analysis. Additionally, using LSTM networks for 

modelling behaviour has led to the development of several 

probabilistic models for behaviour prediction [10].  

3. Methodology 

The methodology for predicting human behaviour by 

combining Convolutional Neural Networks (CNN) and 

Long Short-Term Memory (LSTM) networks begins with 

comprehensive data collection and preprocessing, 

ensuring data quality. Next, the CNN is utilized to extract 

spatial features, particularly valuable for visual and sensor 

data, aiding in the recognition of spatial aspects of human 

behaviour. Simultaneously, LSTM is integrated to model 

temporal dependencies, capturing how behaviour evolves 

over time. By combining the outputs of the CNN and 

LSTM, the model becomes adept at recognizing both 

spatial and temporal patterns, resulting in a powerful 

predictive tool. Training and evaluation on labeled data 

are crucial, alongside hyperparameter tuning and cross-

validation for robustness. Deploying the model for real-

time or batch prediction, interpretability, and addressing 

ethical considerations complete the methodology, 

contributing to applications such as healthcare, security, 

and smart environments. 

The methodology for predicting human behaviour by 

combining Convolutional Neural Networks (CNN) and 

Long Short-Term Memory (LSTM) networks: 

1. Data Collection and Preprocessing: 

The initial step in the methodology involves the collection 

of a diverse dataset representing human behaviour. This 

dataset may encompass various sources, including sensor 

data, video footage, or other relevant data inputs. Ensuring 

data quality is pivotal, and this is achieved through 

thorough data preprocessing. Data cleaning, 

normalization, and organization tasks are performed to 

eliminate inconsistencies and noise, ensuring that the data 

is reliable and ready for analysis. 

2. Feature Extraction using CNN: 

Convolutional Neural Networks (CNNs) are employed for 

spatial feature extraction. They shine when it comes to 

data sources like images, videos, or sensor readings. The 

CNN layers, equipped with convolutional filters and 

pooling operations, enable the identification of critical 

patterns and features within the data. This makes the 

model proficient at recognizing spatial aspects of human 

behaviour, such as specific gestures, postures, or objects 

within a scene. In cases where the data is sequential, it 

might undergo a transformation process to become 

suitable for input into the CNN. This transformation 

effectively converts sequential data into image-like 

representations, enhancing the model's ability to capture 

spatial information. 

3. Temporal Modelling with LSTM: 

To understand the temporal evolution of human 

behaviour, Long Short-Term Memory (LSTM) networks 

are introduced. LSTMs are tailored for modelling 

sequences and are excellent at capturing how behaviour 

patterns change over time. They are particularly skilled at 

recognizing transitions in activities and predicting future 

actions based on historical behaviour data. This temporal 

modelling component is pivotal in understanding how and 

when different activities or behaviours occur. 

4. Model Integration: 

The methodology advances by combining the outputs of 

the CNN and LSTM networks within a unified 

architecture. This fusion may involve concatenating the 

feature vectors extracted by the CNN with the hidden 

states of the LSTM. The combined model now possesses 

the ability to consider both spatial and temporal 

information, allowing it to recognize and predict human 

behaviour more accurately and comprehensively. 

5. Interpretability and Visualization: 

Tools and techniques for interpreting the model's 

predictions are implemented. This is crucial for 
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understanding the reasoning behind the model's decisions. 

Visualization and interpretation methods provide insights 

into the features and temporal aspects that influence 

human behaviour, enabling a more profound 

understanding of the model's predictions. 

4. Expiremental Setup 

Because of its widespread usage in research on intelligent 

settings and activity recognition, this dataset was selected 

for analysis. Our makes it easier to make comparisons 

between the work of our publication and that of other 

academics working in both domains. The dataset is the 

result of observing a man who was 26 years old and living 

in a three-room flat where there were 14 binary sensors 

installed. These sensors were installed in every accessible 

surface, including cupboards, refrigerators, freezers, and 

stalls. There were a total of 21,220 sensor events and 247 

activity occurrences that were recorded during the course 

of the period of 28 days. The following activities were 

marked with their respective annotations: "LeaveHouse," 

"UseToilet," "TakeShower," "GoToBed," "Prepare 

Breakfast," "Prepare Dinner," and "Get Drink.” 

We conducted three types of studies to verify the 

architecture's efficacy: 

• Architecture experiments: we tested alternative 

designs, altering the number of LSTMs and 

completely linked dense layers. 

• The second set of tests examined the results of 

varying the duration of the sequence of actions 

that were entered. 

• Experiments were conducted to determine the 

impact of including input action timestamps. 

Experiments with the architecture (detailed in Table 1) 

included varying LSTM layer counts, LSTM layer types 

(normal and bidirectional [12]), fully connected layer 

counts, and fully connected layer sizes. To further 

investigate the benefits of embeddings, we compared 

them to the conventional method of employing one-hot 

vectors for representing the activities. 

Table 1. Design innovations in buildings. Dropout-free regularisations are good. LSTM No. indicates LSTM layer size ina 

recurrent neural network. Dense No. is the number of ReLU-activated completely linked layers, and all designs have a 

softmax-activated final layer. ReLU-activated fully linked layers are compact. Measure the series length against the input 

action sequence. Activities are encoded using embeddings or one-hot vectors. 

 

Experiments with different sequence lengths are 

summarised in Table 2 below. For these experiments, we 

used a network with a dropout regularisation of 0.8, one 

LSTM layer of size 512, two fully connected layers of size 

1024 each with ReLU activation and a final fully 

connected layer of size 1024 with softmax activation, and 

varied only the sequence length of the input action. 

Experiment A3 also made advantage of this setup. 

Table 2: Prolonged experiments in a sequence. The A3 setup was utilised for all experiments. 
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Finally, we conducted experiments using time to test out 

various strategies for factoring in the timing of events 

within the input sequence. We looked into three 

possibilities. For the first setup (T1), we combined the 

outputs of two parallel LSTM layers—one for the action 

embeddings and one for the timestamps—just before the 

fully linked layers (a late fusion method. The second setup 

(T2) uses an early fusion technique to combine the action 

embeddings and timestamps before feeding them into a 

single LSTM layer. The third setup (T3) included a slow 

fusion technique [15] where the embeddings were linked 

to an LSTM layer, whose output was combined with the 

timestamps and delivered to another LSTM layer. 

Experiment A3's dropout regularisation was employed 

across all configurations, as was an LSTM layer size of 

512, two ReLU-activated fully connected layers of 1024 

size, and a third fully connected layer with softmax 

activation. 

5. Result  

The outcomes of each experiment design are tabulated in 

Tables 3-5. More LSTM layers (A4) or more tiny, densely 

linked layers (A5) did not improve model accuracy in the 

architectural tests (Table 3), regardless of the number of 

predictions. Using LSTMs that can learn in both directions 

(A6) also had a negative impact. In most cases, the best 

outcomes were obtained with dropout regularisation 

values of A2 and A3. All things considered, the A3 setup 

provided the greatest outcomes. 

As can be seen in the table, the results achieved by 

utilising embeddings were superior than those produced 

by using one-hot vectors in the identical configurations 

(A3 against A7, A2 versus A8, and A4 versus A9). The 

same architecture may simulate user behaviour more 

accurately when the actions are represented in a more 

semantically rich way. When compared to alternative 

representation schemes, such one-hot vectors, the benefit 

of employing embeddings is that the training procedure to 

produce them is fully unsupervised. 

For the sequence-length trials (Table 4), the greatest 

outcomes were attained utilising sequences with a length 

of 4 (S3) or 5 (A3) actions. The average action duration of 

the activities in each deployment was a key factor in 

determining the ideal sequence length in this 

circumstance. This value should be changed in each 

unique scenario in order to attain the greatest outcomes, 

and it cannot be generalised. 

comparable tasks that occur at different times (for 

example, making breakfast and preparing supper). 

 

Table 3. Experiments in architectural design accuracies for varying sets of predictions 

 

Table 4. Experiments with varying sequence lengths and their effects on prediction accuracy. 
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Table 5. Accuracy experiments with varying numbers of predictions over time. Time was not a factor in the A3 experiment 

shown in the top row. 

 

Finally, Table 5 demonstrates that none of the alternatives 

provided to account for the timestamps (T1, T2, and T3) 

improved the outcomes of the time trials. These plainly 

performed worse than an architecture (A3) with a 

comparable setup but no timestamps. Intuitively, we 

thought that included the timestamps would aid in 

understanding the temporal patterns in the activities, 

however the data demonstrates that this is not the case for 

the behaviour modelling challenge. We anticipate that 

chronological information will be significantly more 

useful in the action credit challenge. 

6. Conclusion  

Actions, activities, within-activity behaviour, and cross-

activity behaviour are all used to explain user conduct in 

this paper's suggested multi-level conceptual model. We 

have provided an LSTM-based deep learning architecture 

that predicts interactive behaviour using this conceptual 

paradigm. Our design provides a probabilistic model for 

anticipating user behaviour and spotting out-of-the-

ordinary patterns of interaction. We have examined the 

performance of several designs for varying numbers of 

action predictions. Our goal for the future is to learn more 

about how temporal and geographical data might be 

included into the design of the statistical model. 

Our goal is to use convolutional neural networks to 

simulate the many action n-grams seen in interactive 

behaviour. Using this method, we may evaluate the 

relative merits of several deep neural model-based 

sequence modelling strategies. Starting with the activity 

detection job, we want to expand our efforts to create 

structures that address various facets of the suggested 

multilayer conceptual model. Insights from this paper's 

suggested deep learning architectures will be used to 

inform the development of an activity recognition system. 
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