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Abstract: In the field of speech signal analysis, deep learning has recently demonstrated substantial advantages. In contrast to the other 

techniques for dereverberation, traditional speech dereverberation approaches underperform when dealing with severe reverberation, 

especially when dealing with noise and variations in the source to array distance. This work suggested an enhanced reinforcement 

learning (RL) as the basis for a novel approach to speech dereverberation and denoising. In this method, speech components that are 

reverberant and noisy (like the logarithmic spectrum) are mapped with basic coefficients for clear speech by using a Long Short Term 

Memory (LSTM) that is learned using a clean/distorted speech corpus. The suggested method is intuitive and effective in reducing the 

distorting effects of reverberation and ambient noise. Numerous experiments demonstrate that the suggested method significantly boosts 

the predicted speech perception and quality in noisy environments. The source-to-array distance, reverberation time (RT), noise variety, 

and signal-to-noise ratio (SNR) are just some of the variables that are tested. We find that our technique significantly outperforms the 

competitor. It consistently outperforms all benchmark techniques and can improve speech quality even in low-SNR environments 

Keywords: Reverberation, Dereverberation, Room Impulse Response (RIR), Long Short Term Memory Network (LSTM), Reinforcement 

Learning (RL), Signal to noise ratio (SNR) 

1. Introduction 

Human communication is most natural through speech; 

individuals can't interact or share information effectively 

without it. During the pandemic, study, work, and 

collaboration were primarily reliant on videoconference or 

web-based meeting systems, with speech representing as 

the primary mode of communication. Due to the challenges 

posed by applications like mobile speech communication 

devices, cochlear implants, and reliable speech recognition, 

commitment to lifelong learning in speech dereverberation 

and denoising has always been consistently high. When 

one or more microphones placed at a distance from the 

speaker capture speech signals in an enclosed space, the 

voice signal was delayed and dampened, and the signal 

that was observed is a superposition of these replicas, 

which were reflected off of nearby walls, roofs, and floors 

[1]-[2]. As a result, speech superior and clarity suffer, 

especially when reverberation consequences are severe [3]. 

Reverberation has a significant impact on the superiority 

and clarity of speech. The overall performance of 

automatic speech recognition (ASR) frameworks may also 

suffer immensely in reverberant conditions, particularly 

when the training and test phases are out of sync. When 

reverberation is excessive, hearing in humans is harmed 

from significant interference [4]. Speech enrichment is 

process of processing speech that has been distorted to 

achieve fundamentally clear speech, consequently speech 

quality enhancements [5]. Weighted prediction error 

(WPE) traditionally utilizes a linear regression algorithm to 

calculate late reverberation and afterwards revoke it. They 

use the power spectrum of early speech for this. Its 

estimation, however, is based on an evolutionary algorithm 

with a significant amount of computation. Another issue is 

that the WPE makes the assumption that there is no noise. 

As a result, performance suffers in noisy environments [6]. 

Supervised speech enhancement techniques have 

developed as a result of deep learning has advanced rapidly 

in recent years. Two of these methods are especially 

important. The mapping [7] is a technique that uses a deep 

neural network for predicting clear speech features directly 

from distorted speech features. Normally, this function 

applies to the logarithmic power spectrum, which also 

follows human auditory rules and aids in DNN learning. 

The other method is masking [8], which forecast distorted 

speech and produces clean speech from the estimated a 

transitional state and the predicted intermediate state based 

on the feature of distorted speech. The reverberation 

components of reverberant speech can be significantly 

reduced by mapping and masking techniques because of 

DNN's capacity for learning. Among the masking 

techniques are the ideal binary mask [9], ideal ratio mask 

[10], ideal amplitude mask [11], phase-sensitive mask 

(PSM) [12], and complex ratio mask [13]. The power of 

the distorted speech is represented by IRM using the 

discrepancy within clean speech and additive noise, which 
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restricts the IRM training target to [0; 1], as a sum of both 

the original clean speech and additive noise.  This makes 

DNN training easier and advances IRM's accomplishment 

of decreasing additive noise. With the increasing amount 

of noise and reverberation, framework illustrates for 

dereverberation and denoising will undoubtedly help 

listeners perceive speech more clearly in both typical 

listening situations and many speech enhancement 

software applications. The significance of the problem has 

led to a lot of research effort being put into improving 

speech that has been distorted by ambient noise or room 

reverberation in recent years. For reverberation, the 

previous frames usually influence the current speech. Most 

speech dereverberation methods in traditional neural 

networks focus on the current moment of speech and can 

only use short-term clues to clean up the sound or learn a 

filter to reduce background echoes. They struggle to 

effectively remove echoes that happen later in the audio, 

making their dereverberation performance less effective. 

To tackle this problem, this research suggests using a 

special type of neural network called LSTM, combined 

with reinforcement learning, to better grasp important 

signals in the audio. First, we investigate the efficacy using 

pre-emphasis Filter-based data, followed by a high-

dimensional representation to focus on a more useful time 

index. 

2. Literature Review 

Z. Wang and colleagues [14] investigate how deep learning 

can be used for both single and multi-channel voice 

dereverberation. They extend the use of magnitude-domain 

masking and mapping-based methods to a more complex 

approach for single-channel processing. In this approach, 

deep neural networks are trained to predict the real and 

imaginary components of the direct sound signal from the 

reverberated and noisy ones, which can be quite 

challenging due to the complexity of the audio data. To 

clean up the direct sound in multi-channel processing, they 

first use a minimum variance distortion less response 

beamformer. Then, they take the real and imaginary 

components of the delayed signal, which they've predicted 

to be a filtered version of unwanted noise, and use these as 

additional information to improve the dereverberation 

process. H. Chen et al. [15] propose a special neural 

network with two separate information streams. This 

network is designed to handle tasks related to reducing 

echoes and separating voices in audio, especially when 

there are different numbers of voices in the audio. Deep 

attractor networks (DANs) use discriminative embeddings 

and speaker attractors to separate audio. H. Wang et al. 

[16] investigates an efficient method for leveraging 

environmental knowledge to enhance voice 

dereverberation efficacy in real-world reverberant settings. 

They suggested a deep neural network (DNN)-based 

temporal-contextual attention method for context speech 

dereverberation that can adjust to contextual input.  

Y. Fu et al.  [17] propose a multi-channel network that can 

clean up echo from speech, improve the audio quality, and 

separate different voices all at the same time. They use a 

technique called "attentional selection" of multi-channel 

features, which is inspired by methods used in various 

audio processing approaches like end-to-end unmixing, 

fixed-beamforming, and extraction methods. They present 

a new deep complex convolutional recurrent network as 

the framework of audio unmixing, and a neural network-

based weighted prediction error is cascaded beforehand for 

speech dereverberation. C. Fan et al. [18] propose a 

method for cleaning up audio by removing both noise and 

echoes at the same time. They achieve this by using a 

technique called "deep clustering" and training the system 

with deep embedding attributes, which helps improve the 

audio quality. The deep clustering network used to retrieve 

deep embedding features that do not contain any noise or 

unwanted sound. during the denoising step. The anechoic 

voice and leftover sound signals are used to create these 

embedding characteristics. They can depict the wanted 

signals' assumed spectrum filtering patterns, which are 

discriminative characteristics. Instead of using the 

unconstrained K-means grouping method at the 

dereverberation step, another trained neural network to 

forecast the clean, echo-free speech based on these deep 

embedding attributes. 

  H. Li et al. [19] suggest a neural network for 

predicting the power spectral distribution of early speech, 

as well as a binary filter for distinguishing target speech 

from background noise. To reduce the effect of noise on 

echo path prediction, a dual-filter approach is used to 

simulate the echo pathways of target speech as well as 

background noise separately. Xiao et al. [20] proposed a 

technique called "linear feature adaptation." They use a 

special transformation called the "cross transform" to 

change many sets of voice data into a different feature 

space. When you have a model representing clear speech 

data, this transformation is computed to make sure that the 

altered speech data has the highest possible chance of 

being accurate. Unlike the DNN method, no concurrent 

data is used, and no assumptions are made about 

deformation kinds. K. Han et al. [21] suggest using 

supervised learning to conduct voice dereverberation, and 

the supervised method is then expanded to handle both 

dereverberation and denoising. Deep neural networks have 

been taught to learn a spectrum translation from a distorted 

speech magnitude spectrogram to a clear speech magnitude 

spectrogram. Y. Masuyama et al. [22] suggest a unique 

end-to-end design that combines dereverberation, 

beamforming, and self-supervised learning modelling 

inside one single neural network. Sheeja, J. et al. [6] 

suggested a new voice segmentation and dereverberation 
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technique based on the integration of Principal Component 

Analysis based on Locally Weighted Projection Regression 

and Weighted Forecast Error based on Deep Neural 

Network. Prior to applying Blind Source Separation and 

Blind Dereverberation, the suggested technique pre-

processes the combined reverberant output. S. Gul et al. 

[23] propose a novel approach for improving the sound 

quality of a single voice source using two ear-like devices. 

These devices can detect differences in the sound between 

your ears, both from the direct sound and the echoes 

sounds. To understand the echoey sounds better, they use 

two special devices positioned apart from each other. They 

then train a deep learning network called U-Net to learn 

from the differences in the sounds detected by these 

devices, which helps enhance the quality of the audio. 

3. Methodology 

The proposed method introduces technique for building 

systems that improve the clarity and quality of speech in 

difficult, noisy, and echoing environments. This method 

allows each moment of speech to understand the whole 

sequence without making the process too complicated. 

They incorporate a design called "RL" (Reinforcement 

Learning) into their framework for reducing echo in 

speech. This approach helps create a dynamic model of 

echoed speech, as indicated by their findings. 

3.1 Background 

 First, we'll go over some of the terminology and concepts 

associated with reverberant-noisy audio signal models. In a 

small room, the audio of a faraway speaker is an 

aggregation of echoes that have been damped and 

postponed by the room's many surfaces. Reverberation is 

the term used to describe this sonic alteration. In our 

investigation, we focus on a single room, hence the term 

"room impulse response" to describe the auditory reaction 

(RIR). 

In mathematical terms, we use symbols s[t] for clean 

speech, y[t] for echo-filled speech, and h[t] for the room's 

characteristics. The echo-filled speech y[t] can be 

represented as follows: 

y[t] = h[t] ∗ s[t] 

Where the symbol "*" in this context means a 

mathematical operation called convolution.  

Many conventional methods for dereverberation and 

denoising, including numerous deep learning methods, rely 

on estimating a gain function h[t] for each frame and 

frequency bin. This gain function is then used to compute 

an estimate of the clean speech.                         

 Here, we break down the gain function h[t] into two parts: 

one is the impulse response function h_d[t] for the direct 

sound, and the other is h_r[t] for the reverberation. 

As a result, the reverberant sound is depicted by 

y[t] = hd[t] ∗ s[t] + hr[t] ∗ s[t] = x[t] + r[t] 

 In our research, we aim to isolate the clean, echo-free 

information (the direct sound) x[t] from the recorded sound 

y[t] that includes echoes. It's important to note that x[t] can 

be quite different from the original clean speech s[t] 

because it undergoes changes over time and loses some 

energy during transmission. So, we use symbols x[t], y[t], 

and n[t] to refer to the direct sound, the echo-filled sound, 

and any background white noise, respectively. The 

combined sound with echoes and noise, which we call 

"z[t]," can be represented as follows: 

z[t] = y[t] + n[t] = x[t] + r[t] + n[t] 

 We want to restore direct sound in order to improve 

reverberant-noisy communication x[t] based on its 

reverberant-noisy assessment  z[t]. 

3.2 Proposed Methodology: 

We take a time-domain audio signal recorded at 8 kHz and 

divide it into short frames. Each frame uses a 32-

millisecond Hamming window and shifts every 8 

milliseconds. Then, we apply a 512-point fast Fourier 

transform (FFT) to each frame, resulting in 257 frequency 

bands.  

To simplify and capture the dynamic range, we use the 

cubic-root compressed magnitude spectrum of the echoed 

speech as a feature. These compressed magnitude spectral 

features at each time frame are represented as Y(m), which 

is a 257-dimensional vector. 

Our algorithm takes the following sequential feature 

vectors as input: 

 Y = {Y[1], Y[2], … Y[N]} 

Where "n" represents the total number of frames within a 

single statement.. 

 The training objective is to obtain the cubic-root 

compressed amplitude spectrum of clean, echo-free audio. 

At frame m, we denote X[m] as the compressed amplitude 

range of this clean audio. The training goal is defined as 

follows: 

X = {X[1], X[2], … X[N]} 

The dereverberation problem is now expressed as a 

mapping problem from sequence to sequence, i.e. 

{Y[i]} → {X[i]}, i = 1,2,3, … , N 

Deep learning methods leverage neural network (NN) 

models that have been trained on a dataset to enhance 

audio quality. In essence, these models serve as a 

transformation from an input feature vector 𝑥𝑖 to an output 

vector. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(2), 01–09 |  4 

 𝒴𝑖 = ℱ( 𝓍𝑖  ,  𝒽𝑖  , Θ), 

On the basis of the non-linear compound function ℱ(. ) 

The network structure and trainable factors determine Θ. 

The latent network states as an extra input  𝒽𝑖 in recurrent 

neural networks, such as LSTMs, the previous frame is 

used to represent time background. 

In the framework of methods built on deep 

learning, 𝒢𝑖(𝓀) from (3) is frequently referred to as a T-F 

filter that separates clear voice from noise. To predict these 

masks, the NN model can be taught in a controlled manner 

by minimising the mask approximation (MA) loss 

function. 

 M𝑎 =
1

𝓀
∑  ( 𝒢𝑖(𝓀) −  𝒢𝑖

∗(𝓀))
2
 

 

 𝒢𝑖(𝓀) ∶  optimum mask values for the training targets  

 𝒢𝑖
∗(𝓀)

∶ values for the estimated mask at the network output 

 The increased magnitude spectrum ought to be seamless 

due to similarities between consecutive frames. To make 

things smoother and more effective, we introduce a special 

type of layer called a 1-D convolutional layer with a small 

filter size. This layer is like a filter that helps our model 

understand and improve the central part of our data by 

looking at the surrounding context. It's like zooming in on 

important details to make our model work better. We use 

something called a "Rectified Linear Unit" or  

ReLU for the final output because our data's values are all 

positive. ReLU helps us process this positive data 

effectively. To surmount the disadvantage of the 

conventional sequence network, three gates are introduced 

to the network's cell to enable the concept of memory. 

Whenever the cell reads data at each interval, a memory is 

maintained and refreshed. 

LSTMs with four gate: forget (𝑓), input (𝑖), memory (𝑐) 

and output gate (𝑜) 

Given an ancient remembrance 𝐶𝑡−1, the new cell memory 

𝐶𝑡 is calculated as: 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡 

Forget Gate: determines which information should be 

removed from the present memory 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓) 

Memory Gate: creates fresh potential memory. 

�̃�𝑡 = tanh (𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐) 

Input Gate: This gate decides how much of the information 

from the current prospective memory should be added to 

the new memory. 

𝑖𝑡 = 𝜎 (𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖) 

Output Gate: Specifies the amount of cell information is 

taken. 

𝑜𝑡 = σ (𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜) 

Figure 1 shows an architecture of proposed methodology. 

 

Fig 1: Architecture of the proposed methodology 

The loss function we're using is called Mean Square Error 

(MSE). 

ℒ[Y; Θ] = ‖X − ℱ[Y]‖2
2 

Where ‖. ‖2 denotes the ℓ2 norm and Θ denotes the 

parameters in the model ℱ, which are learned during 

training. 

 

Algorithm for generating the cleaned speech 

Input: Training dataset collect from various  

sources 𝑇𝑟𝑎𝑖𝑛 𝑑𝑎𝑡𝑎{ },𝐶𝑁𝑁 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛{ }, 

𝐼𝑛𝑝𝑢𝑡 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑇ℎ 

Output: Feature extraction from the convolutional and 

pooling layers   

Step 1: Set input block of  𝑇𝑟𝑎𝑖𝑛 𝑑𝑎𝑡𝑎{ }, selective  

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛{ },   𝐸𝑝𝑜𝑐ℎ𝑠, 

Step 2 : 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 { }  𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑈𝑠𝑖𝑛𝑔 𝐶𝑜𝑛𝑣 & 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝐿𝑎𝑦𝑒𝑟 

 {𝑇𝑟𝑎𝑖𝑛 𝑑𝑎𝑡𝑎 } 

Step 3 :  

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 { }  𝑂𝑝𝑡𝑖𝑚𝑖𝑠𝑒𝑑 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑈𝑠𝑖𝑛𝑔 𝐷𝑒𝑛𝑠𝑒 𝑙𝑎𝑦𝑒𝑟 {𝑇𝑟𝑎𝑖𝑛 𝑑𝑎𝑡𝑎 } 

Step 4 : 

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑙𝑙 𝐶𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 𝑟𝑒𝑎𝑐ℎ    𝐿𝑆𝑇𝑀 𝑙𝑎𝑦𝑒𝑟 { } 

Testing: 

Input: 𝑇𝑒𝑠𝑡 𝑑𝑎𝑡𝑎{ },  𝐼𝑛𝑝𝑢𝑡 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑇ℎ 

𝑇𝑟𝑎𝑖𝑛𝑒𝑑 𝑀𝑜𝑑𝑒𝑙  

Output: 𝑅𝑒𝑠𝑢𝑙𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝐶𝑙𝑎𝑠𝑠    

Step 1:  Read all t 𝑇𝑒𝑠𝑡 𝑑𝑎𝑡𝑎{ },   using the following 

function to verify the training rules,  

Revebrant 
speech

Preemphasis 
Filter

Conv Layer

LSTMDenseClean 
Speech
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𝑡𝑒𝑠𝑡_𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑑𝑎𝑡𝑎)

= ∑ (.  𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒_𝑆𝑒𝑡[𝐴[𝑚] … … . . 𝐴[𝑛]   𝑇𝑒𝑠𝑡_𝐷𝑎𝑡𝑎)

𝑛

𝑚=1

 

Step 2: Decide which features to use from the extracted 

attribute set 

𝐸𝑥𝑡𝑟𝑎𝑐𝑡 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑈𝑠𝑖𝑛𝑔 𝐶𝑜𝑛𝑣 & 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝐿𝑎𝑦𝑒𝑟  and 

use the function below to create a feature map. 

Test_Feature_Map [t…..…n] = ∑ (𝑡)𝑛
𝑥=1   

𝑡𝑒𝑠𝑡_𝐹𝑒𝑎𝑡𝑢𝑟𝑒(x) 

Test_FeatureMap [x] are the features that were chosen for 

the pooling layer. 

Input features are extracted by the convolutional layer, 

which then sends those features along to the pooling layer 

are stored in Test_Feature_Map 

Step 3: Now, in the sense layer, read the entire training 

dataset to construct the hidden layer for categorization of 

the entire test data.  

𝑡𝑟𝑎𝑖𝑛_𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑑𝑎𝑡𝑎)  

=  ∑ (.  𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒_𝑆𝑒𝑡[𝐴[𝑚] … … . . 𝐴[𝑛]   𝑇𝑟𝑎𝑖𝑛_𝐷𝑎𝑡𝑎)

𝑛

𝑚=1

 

Step 4: Create the training map utilising the function 

described below using the input dataset. 

Train_FeatureMap [t…..…n] = ∑ (𝑡)𝑛
𝑥=1   

𝑡𝑟𝑎𝑖𝑛_𝐹𝑒𝑎𝑡𝑢𝑟𝑒(x) 

Train_FeatureMap[t] is the map of the hidden layer that 

produces the feature vector needed to construct the hidden 

layer. That uses train data to evaluate all test cases. 

Step 5: We make a feature map to identify important parts 

of the data. Then, we assess how similar these important 

parts are to each other in the dense layer, particularly those 

chosen in the pooling layer. 

𝐺𝑒𝑛_𝑤𝑒𝑖𝑔ℎ𝑡

= 𝐶𝑎𝑙𝑐𝑊𝑒𝑖𝑔ℎ𝑡 (𝑇𝑒𝑠𝑡_𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑀𝑎𝑝 ||  ∑ 𝑇𝑟𝑎𝑖𝑛_𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑀𝑎𝑝[𝑖])

𝑛

𝑖=1

 

Step 6: Check if the current weight is above or below the 

desired threshold to see if it's where you want it to be 

𝑖𝑓(𝐺𝑒𝑛_𝑤𝑒𝑖𝑔ℎ𝑡 > = 𝑞𝑇ℎ) 

Step 7: Out_List. add (trainF. class, weight) 

Step 8: Go to step 1 and continue when Test_Data == null 

Step 9 : Return Out_List 

4. Experiment and Results 

The proposed algorithm's performance is assessed using 

two objective measures frequently employed by the speech 

enhancement community, Specifically, log-spectral 

distance (LSD) and perceptual evaluation of speech quality 

(PESQ). 

The scenarios listed below were considered: 

i. Simulated reverberant signals with spatially white 

Gaussian noise;  

ii. Simulated reverberant signals with air-condition 

noise; and  

iii. Simulated reverberant signals with varying source-

array Distance. 

iv. Simulated reverberant signals with variation in 

reverberation time. 

4.1  Datasets and Experimental Procedures 

The proposed technique's performance is evaluated using 

the IEEE database (male and female speakers) [24]. A 

room with the dimensions 6.1x5.3x2.7 is simulated in 

order to produce RIRs. The array of four microphones is 

used, and the distance among two microphones is 

[3 4 3] cm . The RIR is produced by fixing the positions of 

the source and receiver microphones at 1 to 4 m apart. In 

this experiment, three incremental RT60 values of 0.3, 0.4, 

and 0.5 seconds are investigated. An image method [25] is 

used to produce the RIR. 

Regarding the training and assessment data sets, 

reverberant and noisy signals are generated by mixing 

noise with the necessary SNR. Noise levels of 10 dB, 20 

dB, and 30 dB SNR are used. In this paper, the sounds are 

captured at 8 kHz. 

4,2  Evaluation Metrics 

 In this paper, by using a metrics called PESQ to evaluate 

how good the speech sounds when people talk. PESQ 

scores range from -0.5 to 4.5. To assess speech difference, 

the log-spectral distance is used. Because the aim is to 

eliminate room reverberation and background noise, using 

clear and echo-free speech as a reference signal to measure 

specific quantitative metrics. The results for PESQ and 

LSD are shown in the following tables. Reinforcement 

learning-based methods outperform the conventional 

Strategy in terms of PESQ and LSD on average, as well as 

for each specific SNR circumstance. 

Table 1: PESQ of reverberant audio with spatially-white 

noise for a 3 m source-to-array distance and variable SNR 

White Noise 10db 20db 30db 

Unprocessed 1.5 1.88 2.01 

DNN-WPE [6] 2.08 2.51 2.63 

Proposed 2.40 2.63 2.80 
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Fig 2: Plot of PESQ with white noise 

Table 2: LSD of reverberant audio with spatially-white 

noise for a 3 m source-to-array distance and variable SNR 

White Noise 10db 20db 30db 

Unprocessed 16.34 9.4 5.23 

DNN-WPE [6] 8.64 4.50 3.51 

Proposed 8.20 4.07 3.32 

 

 

Fig 3: Plot of LSD with white noise 

We experimented with four acoustics cases. The resulting 

PESQ scores and LSD are described in tables 1 to 8. The 

most important findings are emphasized in bold. The 

findings indicate that processed signals sound better 

(higher PESQ value) and have less sound difference (lower 

LSD) compared to raw signals in all the tables. The results 

shown in table 1, 2 and figure 2, 3 are for PESQ and LSD 

values with different SNR with spatially-white noise and a 

speaker-array separation of 3 m. It demonstrates 

improvement in speech quality with increase in PESQ 

value and reduction in LSD value in comparison with 

unprocessed signal and reference technique. 

Table 3 :PESQ of reverberant audio air-conditioning noise 

for a source to array  distance of 3 m and varying SNR 

AC Noise 10db 20db 30db 

Unprocessed 1.75 2.1 2.22 

DNN-WPE [6] 2.24 2.53 2.69 

Proposed 2.48 2.90 2.96 

 

Fig 4: Plot of PESQ with air-conditioning noise 

Table 4 :LSD of reverberant audio air-conditioning noise 

for a source to array  distance of 3 m and varying SNR 

AC Noise 10db 20db 30db 

Unprocessed 9.52 6.31 4.78 

DNN-WPE [6] 6.76 4.90 3.90 

Proposed 5.39 3.84 3.25 

 

 

Fig 5: Plot of LSD with air-conditioning noise 

Table 3, 4 and figure 4, 5 shows the results with air-

conditioning noise for different SNR values illustrating 

better speech quality with increase in PESQ and reduction 

in LSD values compared with references values. 

Table 5 : PESQ of reverberant audio signal for varying 

source to array distance 

S-M Distance 1m 2m 3m 4m 

Unprocessed 2.74 2.35 2.26 2.27 

DNN-WPE [6] 3.11 2.76 2.71 2.68 

Proposed 3.70 3.11 2.99 2.98 
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Fig 6: Plot of PESQ for S-M distance of 1m to 4m 

Table 6 : LSD of reverberant audio signal for varying 

source to array distance 

S-M Distance 1m 2m 3m 4m 

Unprocessed 2.96 3.89 4.29 4.47 

DNN-WPE [6] 2.43 3.37 3.71 4.06 

Proposed 2.68 3.05 3.27 3.17 

 

Table 5, 6 and figure 6, 7 depicts the results for variations 

in source to microphone array distance. The spacing 

between the source and the microphone is varied from 1m 

and 4m. In table 5 and figure 6 PESQ of proposed 

technique is increased in comparison with unprocessed 

signal and reference technique for distance 1m to 4m. As 

depicted in table 6 and figure 7, for distance 1m to 4m 

LSD is decreased in comparison with reference methods. 

   

Fig 7: Plot of LSD for S-M distance of 1m to 4m 

Table 7:PESQ of reverberant audio signal for varying 

reveberation time 

RT60 0.3s 0.4s 0.5s 

Unprocessed 2.74 2.35 2.26 

DNN-WPE [6] 3.16 2.80 2.59 

Proposed 3.70 3.12 3.00 

 

 

Table 8:LSD of reverberant audio signal for varying 

reveberation time 

RT60 0.3s 0.4s 0.5s 

Unprocessed 2.96 3.89 4.29 

DNN-WPE [6] 2.82 3.31 3.76 

Proposed 2.38 3.00 3.27 

 

 

Fig 9: Plot of LSD with different values of RT60 

In table 7, 8 and figure 8, 9 the variation in reverberation 

time is considered. The RT60 duration used in this is 0.3, 

0.4, and 0.5 seconds. The PESQ value of proposed 

algorithm is increased in comparison with unprocessed 

signal and reference technique as depicted in table 7 and 

figure 8. The LSD value of proposed algorithm is 

decreased in comparison with unprocessed signal and 

reference technique as depicted in table 8 and figure 9. So 

for all values of RT60, PESQ is increased and LSD is 

decreased in comparison with reference methods indicating 

increase in speech quality.   

5. Conclusion 

Robust speech processing tasks frequently necessitate 

speech dereverberation and denoising. The state-of-the-art 

result in multi-channel speech dereverberation is provided 

by supervised deep learning (DL) models. The suggested 

method uses an approximation of a complicated time-

frequency filter to help recover the original formant 

structure. This article proposes a Reinforcement learning-
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based technique for simultaneous training of voice 

denoising and dereverberation. In comparison to other 

deep learning-based generative adversarial frameworks, 

the suggested system consistently outperforms the 

competition across a varied range of noise levels, 

reverberation time and source to microphone array 

distance. When compared with the DNN-WPE [6] 

algorithm, the PESQ values for white noise are increased 

by 15.38% and the LSD values reduce by 5.09% with the 

proposed algorithm. In the same way, the PESQ values for 

the air conditioner noise are increased by 10.71% and the 

LSD values decreases by 20.00% at 10 db SNR The result 

also demonstrates that the proposed algorithm outperforms 

the DNN-WPE [6] algorithm, even with increases in 

source to microphone distance and reverberation time. The 

experimental results indicate that the proposed 

algorithm works better than the existing algorithm.. 
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