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Abstract: The field of morphological analysis and generation focuses on the study of word production, the recognition of grammatical 

components within words, and the creation of words that adhere to morphotactic standards. According to various research reports, finite-

state techniques are fast, effective, and efficient in interpreting human language morphologies into the computational system. FOMA: a 

more elaborate version of Xerox's finite state toolset can be used to implement the finite state morphology. Using FOMA toolset and other 

programming languages, we have already created the MM-Morph tool: a computational linguistic tool for morphological analyzer and 

generator for Myanmar nouns. In this paper, we describe the linguistic phenomena of the morphology of verbs and the techniques used in 

the system's development process to integrate it into the existing MM-Morph tool. MM-Morph has been developed as a part of the research 

"Morphological Analysis and Generation for Myanmar Language using Finite State Techniques." We share the experimental evaluations 

conducted to assess this system's performance. Evaluation results show that the MAG system of Myanmar verbs can identify more than 

(78%) of the verbs in the language. 

Keywords: Morphology, Natural Language Processing, FST, MM-Morph, FSA, Morphological analysis and generation (MAG), finite-

state morphological analysis and generation (FSMAG), Computational linguistics tool, Indian Language, Myanmar Language, Xerox's 

xfst, FOMA 

1. Introduction 

Myanmar, also known as Burmese, is the official language 

of Myanmar (formerly known as Burma) and is spoken by 

the majority of the country's population. It belongs to the 

Sino-Tibetan language family and is part of the Tibeto-

Burman branch. Myanmar's unique script, the Burmese 

script, is used for writing the language. The history of the 

Myanmar language is rich and complex, spanning centuries 

of cultural, political, and linguistic evolution. This paper 

presents a dedicated effort toward creating a computational 

linguistic tool designed to analyse the morphology of the 

Myanmar language, with a specific emphasis on its verb 

patterns. 

Morphological Analysis and Generation (MAG) is a critical 

step in any natural language processing task, including 

speech recognition, lemmatization, POS tagging, spell 

checking, grammar checking, machine translation, text 

summarization, word sense disambiguation, information 

extraction, and search engines. Due to its agglutinative 

structure and intricate morphological occurrences, 

developing computational linguistic tools for the Myanmar 

language is complicated. We have already created the MM-

Morphs, a computational linguistic tool for morphological 

analysis and generation of Myanmar nouns. In this paper, 

we describe the linguistic phenomena of the morphology of 

verbs and the techniques used in the development process to 

integrate it into the existing MM-Morph tool. MM-Morph 

combines the two critical computational linguistic tools to 

identify the root words, affixes, and grammatical 

components inside words to generate new words, i.e., their 

lexical forms and surface forms. 

The paper is structured into the following successive 

sections. We will briefly discuss the related efforts made by 

researchers for the different languages in section (II). We 

describe the theoretical concepts of our approach in section 

(III). We explore some linguistic aspects of the morphology 

of Myanmar verbs in section (IV). We present the 

implementation of the system and its integration into MM-

Morph in section (V). In section (VI), we evaluate the 

system's performance. The study is concluded with a few 

summaries of the related works in section (VII). 

2. Existing Approaches 

Many approaches are widely used in morphological 

analysis. A brief description of commonly used methods is 

described as follows: 

Corpus-Based Approach: This statistical approach relies 

on a substantial corpus as its training data. Employing a 

suitable machine learning algorithm, the system is trained to 

extract vital information and features from the corpus, 

subsequently utilizing this knowledge to assess new data. 

The primary challenge lies in constructing an annotated 

corpus. [2], [3], [4], [5], [6], [7], [9], [10] 
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Paradigm-Based Approach: Within a given language, 

words falling under distinct categories, such as nouns, verbs, 

adjectives, adverbs, and postpositions, can be categorized 

into specific paradigms based on their morphophonemic 

behavior. A morphological analyzer, utilizing a paradigm-

based morphological compiler program, is developed based 

on the paradigms or sets of every word. [7], [8] 

Finite State Automata (FSA) Based Approach: This 

approach employs regular expressions to accept or reject a 

string within a designated language. FSA analyzes the 

system's behavior, comprising states, transitions, and 

actions. Upon initiation, FSA operates in an initial stage, 

ceasing work if it reaches any of the final states. [13], [14], 

[15],[21], [22], [23], [24], [25], [26]. 

Two-Level Approach: Kimmo Koskenniemi's 1983 

development, known as Two-level morphology, 

revolutionized word-form recognition and generation. It 

involves a computational model with two levels — lexical 

and surface form. Representing a word as a direct, letter-for-

letter correspondence between these forms, the approach is 

characterized by three key concepts: 

• Rules operate as symbol-to-symbol constraints applied 

concurrently, not sequentially like rewrite rules. 

•   Constraints may reference lexical context, surface 

context, or both simultaneously. 

• The process of lexical lookup and morphological 

analysis takes place concurrently [2]. 

Directed Acyclic Word Graph (DAWG) Approach: 

DAWG is capable of storing interconnected word forms, 

lemmas, grammatical information, and morphological 

structure of words. The structure is like a lexical transducer 

with two layers called surface and lexical forms as well as 

morphological information. It can store finite strings of 

information in a compressed way. Thus, MAG can be 

processed very fast even if many parts of the information 

couldn't be searched from the input.  The presented 

approach is language-independent, and the system does not 

require any other special linguistic information as well as 

morphotactic rules. [28] 

Stripping Approach: Especially effective in highly 

agglutinative languages like Dravidian languages, this 

method capitalizes on the frequent occurrence of words 

formed by appending suffixes to root words. Identifying the 

suffix allows extraction of the word stem by applying 

appropriate orthographic rules. [29], [30]. 

3.  Finite-State Technology – The Theoretical 

Framework  

Finite-state transducer (FST) has been the subject of 

extensive research and interest for the past almost fifty 

years. Its mathematical elegance and efficient 

implementation have been well documented in the vast 

literature available. Finite state transducers extend the 

concept of finite state machines by associating output 

symbols with transitions. In the context of FSMAG, FSTs 

are used to map between word forms and their 

corresponding grammatical representations.  

In particular, an FST can be used to model the process of 

analyzing a word and determining its morphological 

components (e.g., roots, affixes, etc.), as well as generating 

a word from its morphological components. In this context, 

a six-tuple FST is a specific type of FST that includes six 

elements: T = (Q, θ, Γ, δ, s, γ) where Q is a finite set of states 

(e.g., Q= {q0, q1, q2, q4,}), θ is a finite set of the input 

string, (or) word form for Myanmar words (e.g., θ= {ကြည ့်, 

စ ား,ချစ့်   …}),  Γ is a finite set of output string, (e.g., Γ = 

{+V, +PAST, …}),  δ:( Q, θ): Q × θ → Q is the transition 

function, s ∈ Q is the start state, and γ: ∈ Q is the final state. 

Example: Converting Myanmar Verbs to Past Tense 

• Q: Two states, S0 and S1. 

• θ: Input symbol, like the base form of a verb  

(e.g., "ချစ့်"). 

• Γ: Output symbol, like the past tense of a verb  

(e.g., "ချစ့်ခ  "). 

• δ: Transition rules: (S0, base_form) -> (S1, 

past_tense). 

• s: Starting state, S0. 

• γ: Final state, S1. 

Process: 

1. Start in state S0. 

2. Input "ချစ့်" (base_form). 

3. According to the rule, move to state S1 and output 

"ချစ့်ခ  " (past_tense). 

The six-tuple FST defines the rules and steps to transform a 

base verb to its past tense. Collectively, these six 

components encapsulate the behavior and operation of the 

FST, allowing it to transform input symbols into 

corresponding output symbols through a sequence of state 

transitions defined by the transition function δ. This formal 

representation enables the FST to model various linguistic 

and computational processes, making it a powerful tool for 

analyzing and generating language-related patterns. 

A mathematical model of the morphotactics of the Myanmar 

language as a finite set of input symbols can be presented as 

the following formula.  
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θ = {∑ 𝑝𝑥𝑖
1
𝑖=0 } + R +  {∑ 𝑝𝑥𝑖

1
𝑖=0 }  , where θ represents the 

input word form, R for the root word, px for prefixes, and 

sx stands for suffixes. The transduction process maps 

surface forms to their corresponding lexical forms for 

morphological analysis. For instance, in the case of analysis, 

it takes input (စ ားခ  တယ့်/had eaten) as a surface form and 

which is transformed into a lexical form 

(စ ား+PAST+REAL). 

Table 1:  Some examples of FST results according to 

the word formation algorithm 

Lexical form Surface Type 

ချစ့်+V +PAASP 

+PL+PERASP 

ချစ့်ခ  ကြပ  ား 
Inflection 

Morphology 

/had loved 

စ ား+V +PAASP 

+PL+PERASP+ 

စ ားနေခ  ကြရ

င့်ား 

Derivational 

Morphology / 

ADJVAL /while eating 

 Remarks: 

Change Verb to 

Adverb in a 

complex 

morphotactics 

ချစ့်+NOM 

ချစ့်ခခင့်ား 
Derivational 

Morphology/wor

d  

/loving with one suffix 

  
Remarks: change 

verb to noun 

လှ +V+PAASP+ 

ADJVAL 

လှ ခ  န  / Derivational 

Morphology/ 

beautiful 
Remarks: change 

verb to adjective, 

  

 in this case the 

word "လှပ" can 

be assumed as 

adjective.  

ချစ့်+V+ADVAL

+ 
ချစ့်စ  န  / Derivational 

Morphology/ 

ADJVAL beautifully 

Remarks: 

contains two 

suffixes, 1st suffix 

change verb to 

adverb, and then 

2nd suffix change 

adverb to 

adjective again 

 

4. Morphology of Myanmar Verbs 

The morphology of Myanmar verbs exhibits a complex and 

intriguing structure, reflecting the language's rich linguistic 

heritage and unique features. Myanmar, also known as 

Burmese, is an agglutinative language, meaning that various 

morphemes are added to a root word to convey different 

grammatical meanings. This is particularly evident in the 

structure of its verbs. In Myanmar, verbs are typically 

composed of several morphemes that indicate tense, aspect, 

mood, and other grammatical nuances. Compared to noun 

morphology, verb morphology is more complex. Words in 

the Myanmar language can be simply created with 

affixations. The Myanmar language does not have a distinct 

word class except for nouns. Some root words can be 

transformed into verbs, adjectives, and adverbs by attaching 

affixes. 
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Table 2: Some examples of verb root words followed by 

suffixes. 

N

o 

Surface 

Form 
Lexical Form Word Formation 

1 အချစ့် +NZR+ချစ်+V+N px1→R→sx0 

  

ချစ့်ခ   

ည့် 

ချစ့်+PAASP+RE

AL 
  

2 ချစ့် ည့် 
ချစ့်+SASP+REA

L 

px:0→R→sx1→

sx2 

  

ချစ့်နေ 

ည့် 

ချစ့်+PRGASP+R

EAL 
  

3 
  

  px:0→R→sx1 

        

4 
    px:0→R→sx1→

sx2 

 

The word classes of the word forms change depending on 

the choice of affixes. Most verbs have a monosyllabic root, 

and the primary way that verb phrases are processed is by 

adding suffixes to the root to give the manner of action, 

process, tense, aspect, intention, politeness, mood, etc. If a 

verb has no suffix attached, then it is in imperative 

commands. For instance, the aspect marker "-ထ ား" (-htar) 

can be added to the verb "နခ  ထ ား" (pyau-htar), forming 

"နခ  ထ ား ည့်" (pyau-htar the), which means "have 

already talked." Here, the aspect marker adds the sense of 

perfect ready action to the verb root. Moreover, the 

complexity of Myanmar verb morphology extends to the 

inclusion of mood markers. Consider the verb "   ား" 

(thwar), meaning "to go." By adding the mood marker "-မှ " 

(-hma) to it, we create "   ားမှ " (thwar hma), signifying 

"will go anyway." This showcases how mood is intricately 

expressed through affixation in Myanmar verbs. This 

complexity adds depth and richness to the language, 

allowing speakers to convey a wide range of meanings 

within a single verb phrase. The number of verbal suffixes 

is much more than the nominal suffixes. The following 

diagram shows the verbal affixes database structure and 

their lexical notation. 

Fig. 1: Design and features of affix dictionary. 

5. Development Process 

5.1 Lexicon 

To construct the system, a prerequisite involves acquiring, 

at minimum, a lexicon encompassing the compilation of 

stems and affixes accompanied by fundamental information 

and morphotactics. A lexicon is a repository for words. The 

lexicon of a language refers to its vocabulary, encompassing 

an exhaustive collection of all the words within that 

language. Enumerating each individual word in a language 

can be an uphill task. Therefore, computational lexicons are 

commonly employed to serve this purpose more efficiently. 

Collecting stems and affixes(prefixes and suffixes)  from  

mypos corpus, English-Myanmar Dictionary database and 

some Myanmar Grammar books has been done semi-

manually. Subsequently, distinctive terms are gleaned from 

the corpus, systematically arranged to facilitate manual 

word processing. These identified words are then 

categorized into different classes through manual 

classification. Our main lexicon contains, actually, 7800 of 

verbs and 145 affixes represented as the manner of action, 

process, tense, aspect, intention, politeness, mood, etc. 

5.2 Morphotactics 

Morphotactics pertains to the arrangement or ordering of 

morphemes within a word. This conceptual model 

elucidates the various classes of morphemes present within 

the structure of a word.. The morphemes of a word can never 

appear in a random sequence. A set of rules known as 

morphotactics precisely limits the sequence in which 

morphemes follow one another. In agglutinative languages 

like the Myanmar language, words are generated by 
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concatenating a long and complex sequence of morphemes. 

The rules for the formation of the sequence of morphemes 

are defined according to the language's linguistics 

phenomena. The following diagram shows the sequence of 

morphemes for Myanmar verbs. The rules employed by the 

morphological analyzer and generator play a crucial role in 

discerning the word structures. Attempting to compile an 

exhaustive list of all words in a language is impractical. 

Computational lexicons are typically organized, containing 

both the stems and affixes of the language, coupled with a 

representation of morphotactics that delineates how they can 

coalesce. Numerous approaches exist for modeling 

morphotactics, with one prevalent method being the 

utilization of finite state transducers within computational 

linguistics. [26],[27],[28],[29], [30].  

A lexical description is always typed into a text file, which 

consists of an optional Multichar_Symbols declaration, 

followed by an optional Declarations section, followed by 

one or more named LEXICONS, of which exactly one 

should be named LEXICON Root. We order the 

morphotactics of each morpheme separately in the lexicon 

file to show a clear picture of each morpheme combined in 

the morphological word structure. It is impossible to present 

the verbal morphotactics of the entire language, which is 

common to all the varieties of morphemes. We presented 

general morphotactics that are most relevant and applicable 

to the whole class of verbs. For example, the finite state 

transducer network for the morphotactics of aspect maker 

suffixes is shown below. 

 

Fig. 2: Structure of LEXC file (lexicon file) 

 

 

 

Fig. 3: Diagrammatic representation of FST based on the 

word formation algorithm for Morphotactics of Myanmar 

verbs 

5.3 Implementation  

Developing a computational linguistics tool for 

morphological analysis and generation in the context of the 

Myanmar Language involves a combination of 

technologies, including Xerox's XFST, LEXC tools, 

FOMA, Python, Java, and other open-source tools. Manual 

implementation of the language's morphotactics uses the 

LEXC formalism. The FOMA toolset compiles this lexicon 

into a finite state transducer capable of analyzing and 

generating words' surface and lexical forms. Additionally, 

Integrated Development Environments (IDEs) like Python 

and Java are employed to create a user-friendly graphical 

interface.  

LEXICON 
FST RULEs

MORPHOLOGICAL 
ANALYZER AND

GENERATOR

TEXT
OUTPUT

TEXT
INPUT

 

Fig. 4: Fundamental design of a system 

 

Fig 5: Output of a system 
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In our previous paper, we presented the development of 

MM-Morph: a computational linguistic tool for 

morphological analysis and generation of Myanmar nouns 

[]. In this paper, we integrated the MAG of Myanmar verbs 

into MM-Morph to improve the system's capabilities. The 

system can also be integrated into other NLP tasks like spell 

checking, word suggestion, machine translation, etc. 

 

 

Fig. 6: GUI of MM-Morph tool for morphological 

analyzer and generator of Myanmar nouns. 

 

 

 

Fig. 7: Example of the use of the output of the system in 

word suggestion or spell correction 

6. Evaluation 

We have conducted a small evaluation of our finite state 

language model to determine the efficiency, sufficiency of 

the technique, and coverage of various word forms of the 

verb class of the Myanmar language. To evaluate the 

system, we collected 100 root tokens of process and action 

verbs for verbal categories from the above sources. The 

percentage analysis against the number of entries in the 

selected verbal source lexica is shown in the following 

tables. 

 

 

Table 3: Statistics of the lexical entry and total word forms 

per entry 

Verbal Category 

Root type 

No. of 

the 

lexical 

entry 

No. of 

word 

forms 

generated 

per entry 

Total 

word 

forms 

Wrong 

analysis 

per entry 

(Average) 

Process 30 63 1890 12 

Action 70 68 4760 15 

 

Table 4: Analysis of verbal category word forms 

Verbal Category 

Root type 

No. of 

word 

forms 

generated 

per entry 

wrong 

analysis 

per entry 

(Average) 

% of 

wrong 

analysis 

% of 

correct 

analysis 

Process 63 12 19% 81% 

Action 68 15 22% 78% 

 

An evaluation of the results yielded by the finite state model 

has illuminated certain areas where the model encountered 

challenges. Primarily, the model exhibited deficiencies in 

handling discrepancies in spelling within word forms and 

inappropriately combining morphemes, likely attributed to 

the absence of well-defined grammar rules. Since we have 

not taken into account instances of reduplication and 

compounding, our model does not encompass the 

phenomenon of word compounding. (e.g., "နတ ေြ့်" / 

deep jungle, "ချစ့် ြ့်န " / the proof of love) and 

reduplication of words (e.g.," ချစ့်ချစ့်ခင့်ခင့်," "လှလှ  "). 

7. Conclusion and Future Work 

In this paper, we studied the linguistic phenomena of 

Myanmar verbs by classifying their features. Being a low-

resource language, we have spent too much time studying 

the linguistics phenomena of the Myanmar language. A 

language possessing diminished computational 

underpinning engenders a substantial impediment within the 

digital epoch, with the Burmese language constituting no 

exemption. There is still no publicly accessible 

morphological analyzer or generator for the Myanmar 

language. As for the Myanmar Language, there aren't many 

study reports or developments for Morphological analysis 

and generation. Therefore, we have designed MM-Morph 

tools to encourage research on the Myanmar language. This 

paper is presented as part of the research titled 

"Morphological Analysis and Generation for Myanmar 

Language with Finite State Techniques. MM-Morph is the 

first known morphological analyzer and generator for the 

Myanmar language based on its linguistic features. 
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Morphological analysis and generation are primarily 

concerned with the linguistic aspects of a language. This 

research presents a significant challenge due to the limited 

availability of linguistic resources for the Myanmar 

language. Extensive efforts have been dedicated to 

exploring the distinctive linguistic features inherent in the 

Myanmar language. Additionally, ongoing endeavors 

encompass the incorporation of Adverbs and Adjectives into 

the MM-Morph tool. This holistic approach aims to create a 

comprehensive morphological analyzer and generator 

capable of effectively addressing intricate linguistic 

phenomena. 
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