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Abstract: Due to its superior performance, the convolutional neural network (CNN) has been extensively applied in image recognition. A 

facial age prediction technique based on the CNN model is suggested in this research, due to its many uses in the sports industry, access 

control and age verification systems. The activation function is at the center of the CNN model's complicated hierarchical structure since 

it has the nonlinear properties that give the deep neural network its accurate artificial intelligence. The ReLu function is one of the best 

common activation functions, however, it has flaws. It is likely to manifest as the phenomena of neuronal necrosis since the derivative of 

the ReLu function is always zero when the input value is negative. The impact of the activation function in the CNN model is also examined 

in this research to address the aforementioned issue. We look at both linear and nonlinear activation functions for facial age prediction 

using three facial datasets, namely UTK Facial, IMDB-WIKI and CASIA African Facial datasets. In facial age prediction tasks built on 

the Keras framework, we have investigated Linear and ReLu activation functions in the output layer on four CNN architectures namely 

VGG16, VGG19, ResNet50 and MobileNet. we compared each model using the two activation functions in the last output dense layer. 

The experimental results show that MobileNet using ReLu Performed the best with a Mean Absolute Error of 1.03 on the CASIA African 

Facial Dataset and VGG16 with a Mean Absolute Error of 1.75 using the linear activation function on the UTK Facial dataset, we also 

demonstrate that the convolutional neural network based on the modified activation function outperforms most state-of-the-art activation 

models in terms of performance. 

Keywords: Activation Function, facial age detection, Transfer Learning, Regression, Deep learning, Convolutional Neural Networks 

(CNNs). 

1. Introduction

The task of automatically estimating age has gained 

popularity due to the many industries it may be applied to, 

particularly social media and e-commerce. Currently, 

various e-commerce websites may provide product 

recommendations to their users based on their historical 

preferences; with seeming age, more practical 

recommendations are likely. Facial age prediction is a 

challenging task due to the inherent complexity and 

variations in facial appearances caused by factors such as 

genetics, lifestyle, and environmental factors. 

Convolutional neural networks (CNNs) have shown 

remarkable success in various computer vision tasks, 

including facial age prediction. This paper focuses on 

utilizing transfer learning with VGG16[1], [2], ResNet50, 

MobileNet and VGG19[2], which are deep CNN 

architectures widely adopted for image recognition tasks, to 

improve the accuracy of facial age prediction and examine 

the effect of two activation functions (Rectified Linear 

Unit(Relu) and Linear (identity)) in improving performance. 

The accuracy of a neural network's predictions depends on 

the number of layers it employs, but more significantly, on 

the kind of activation function [3]it employs. No manual 

details the minimum or maximum number of layers that 

should be used for neural networks to achieve better results 

and accuracy, but as a general guideline, it is recommended 

to utilize at least two layers. 

The kind of activation function that should be employed is 

also not mentioned in any of the literature. Studies and 

research have shown that utilizing a single or several hidden 

layers in a neural network lowers the prediction error.  In the 

actual world, errors have non-linear properties that affect the 

neural networks' capacity to understand false data. 

Therefore, in a neural network, non-linear activation 

functions are preferred over linear activation functions. The 

kind of activation function a neural network uses determines 

how accurate its predictions are. Non-linear activation 

functions are the most widely utilized activation functions 

like ReLu [3]. If an activation function is not defined, a 

neural network behaves exactly like a linear regression 

model, with the anticipated output being equal to the input. 

The same holds if a linear activation function is applied, in 

which case the output is the same as the input given plus 

some error. The network can only adapt to linear changes in 

the input if a linear activation function is utilized since its 

boundary is linear. Age can be expressed as an integer or a 

floating-point number, but it also has some coherence, 

making it possible to compare a person's facial features 

across a few age groups (for instance, age 20-22) [4]–[8]. 

Hence, we can look at the age problem as either regression 
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where a specific age is predicted or classification where 

different images are grouped into different age groups. We 

focus on age as a regression problem in the current study. 

We demonstrate this by using the suggested technique on 

three benchmark datasets, mainly UTK facial image, 

IMDB-WIKI and Casia African datasets [9]. The ability of 

Artificial Neural Networks to adapt their behaviour to the 

changing properties of the system is its most alluring 

feature. The performance of Artificial Neural Networks has 

been studied and improved over the past few decades by 

several researchers and scientists by optimizing training 

techniques, hyperparameter tuning, learning parameters, or 

network structures, but activation functions have received 

less. attention. In this paper we investigate the use of linear 

and non-linear activation functions for facial age 

predictions, using transfer learning on famous Deep 

learning architectures. 

 

2. Literature Review 

2.1.  Artificial Neural Network 

An Artificial Neural Network (ANN) is a computational 

network that mimics the human brain. It has three main 

layers. input, hidden, and output [10]. The input layer 

interacts with the environment, the hidden layer processes 

the inputs obtained by its previous layer, and the output 

layer is considered the network's output. The output layer is 

created following the demands of the application. By adding 

bias to the weighted sum and deciding whether to fire a 

neuron or not, the activation function determines whether a 

neuron should fire. Depending on the type of activities, a 

variety of activation functions, including Rectified Linear 

Unit (ReLU), SoftMax, sigmoid, etc., can be used. Logistic 

loss, cross-entropy loss (log loss), categorical cross-entropy 

loss, exponential loss, square loss, hinge loss, generalized 

smooth hinge loss, etc. The instability between the predicted 

value and the actual label is measured by loss functions. By 

altering the model's parameters in response to the loss 

function's output, optimizers connect the loss function and 

model parameters and this in turn can improve accuracy 

[11], [12]. 
2.2. Convolutional Neural Network 

This is a type of feed-forward neural network. Feature 

learning and classification are its two components. 

Convolutional and pooling layers make up the first [13] 

section, and the fully linked layer makes up the second. A 

convolutional layer's neurons' primary task is to search for 

particular features. Spatial size is decreased (just in width 

and height; not in depth) by the pooling layer. The features 

are integrated to form a model using the fully connected 

layers. 

 
2.3.  Activation Functions and their needs 

When given some data as input, neural networks which are 

networks of numerous layers of neurons made up of nodes 

can classify and predict certain types of data. An input layer, 

one or more hidden layers, and an output layer are present 

[3], [14]. Every layer has nodes, and each node has a weight 

that is taken into account while processing data from one 

layer to the next. 

The output signal of a neural network without an activation 

function would purely be a straightforward linear function 

or a polynomial of degree one. Although linear equations 

are straightforward and quick to solve, their complexity is 

constrained, and they cannot learn and recognize intricate 

mappings from data [14]. In most cases, a neural network 

without activation functions performs as a linear regression 

model with low performance and power. A neural network 

should be able to model complex types of data, such as 

photos, videos, audio, speech, and text, in addition to 

learning and computing a linear function. Hence, why we 

employ activation functions and artificial neural network 

techniques like Deep Learning to interpret challenging, 

highly dimensional, and nonlinear datasets. These 

techniques require models with multiple hidden layers and 

intricate architectures for knowledge extraction, which is 

once more our main objective. 

Non-linear functions [3], [14] are those that have more than 

one degree and exhibit curvature when plotted. A neural 

network must be able to learn, represent, and analyse any 

data as well as any arbitrary complicated function that links 

inputs to outputs. Because they can calculate and learn any 

given function, neural networks are frequently referred to as 

universal function approximators. In neural networks, any 

process that can be imagined can be represented as a 

functional computation. 

To make the network dynamic, add the ability for it to 

extract intricate and difficult information from data, and 

express nonlinear convoluted random functional mappings 

between input and output, we must apply an activation 

function [3]. Therefore, we can accomplish non-linear 

mappings from inputs to outputs by introducing non-

linearity with the aid of non-linear activation functions to 

the network. To use the backpropagation optimization 

strategy to compute errors or losses concerning weights and 

ultimately optimize weights using Gradient Descend or any 

other optimization technique to reduce errors, an activation 

function must be differentiable. 

  
2.4.  Categories of Activation Functions for Regression 

The most crucial building blocks of a neural network are the 

net inputs, which are transformed into output results known 

as unit activation by applying a function called the 

activation function, threshold function, or transfer function, 

which is a scalar-to-scalar transformation. Squash functions 

include permitting a neuron's output at a constrained 

amplitude and across a constrained range [3]. A squashing 

function reduces the output signal's amplitude to a finite 

value. The threshold-based classifier must be taken into 

account when using an activation function because it 

determines whether the value of the linear transformation 

must activate the neuron or not. Alternatively, we can say 

that a neuron is activated if the input to the activation 

function is greater than a threshold value, or if it is 

deactivated otherwise [14]. In that instance, the output is not 

used as the next layer's input. The most used activation 

functions for regression are. 

A. Linear 

The input has a direct proportional relationship with the 

linear activation function. Because the binary step function 

lacks an x component, its primary flaw is that it has zero 

gradients. The application of a linear function can get rid of 

that. It can be characterized as. 
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                                  𝐹(𝑥) = 𝑖𝑥                                          

(1) 

Where i is the constant which the user can set.  

 

 
Fig.1. shows the Linear activation function graph. 

Using a linear function has limited advantages because the 

neural network's error would not be reduced. After all, the 

gradient would be the same for each iteration. Additionally, 

the network would not be able to extract intricate patterns 

from the data. Therefore, linear functions are appropriate for 

straightforward tasks and situations where interpretability is 

not necessary. 

 

B. ReLu Activation Function 

The non-linear activation function known as ReLU, or 

corrected liner unit, is frequently employed in neural 

networks. The advantage of utilizing the ReLU function is 

that not every neuron is triggered simultaneously. This 

suggests that a neuron would not stop functioning until its 

linear transformation's output is zero. Mathematically, it can 

be expressed as 

  

                      𝐹(𝑥) = max⁡(0, 𝑥)                                     (2) 

                  

 

Fig2. shows the ReLu activation function graph 

 

ReLU is more effective than other functions since only a 

portion of the neurons are engaged at once rather than all of 

them simultaneously. In rare circumstances, the gradient 

value is zero, which prevents the neural network training's 

backpropagation step from updating the weights and biases. 
2.5. Related Works 

wang et al  [3]  identified a problem with relu that will 

manifest as the phenomena of neuronal necrosis since the 

derivative of the ReLu function is always zero when the 

input value is negative. The impact of the activation 

functions (sigmoid, tanh, ReLu, leaky ReLus and softplus–

ReLu) in the CNN model was examined in their research to 

address the issue. A novel piecewise activation function was 

also suggested by the CNN model's activation function 

design approach. In facial expression recognition tasks built 

on the Keras framework, five commonly used activation 

functions which are the sigmoid, tanh, ReLu, leaky ReLu, 

and softplus-ReLu have been investigated and compared. 

The experimental findings on the JAFFE and FER2013 

facial expression databases demonstrate that the 

convolutional neural network based on the modified 

activation  

function LS-ReLu is effective. 

 
  

Fig3. shows the new activation function proposed 

 

From the experiments carried out their new activation 

function had an accuracy of 99.91% while sigmoid had an 

accuracy of 96%, Tanh has an accuracy of 94%, ReLu had 

95%  and softplus-relu had 57% . 

Anami & Saganal [14] used three deep learning models 

which are ResNet, MobileNet, and EfficientNet to classify 

indoor scenes and how activation functions affect 

categorization accuracy. In the work, three activation 

functions (tanh, ReLU, and sigmoid) are used. The authors 

divided the MIT-67 indoor dataset into scenes with and 

without people and the classification accuracy is tested. The 

approach is innovative in that it divides the dataset into two 

groups—one with humans and one without based on the 

geographical layout and segregation. Efficient Net has 

performed well among the three pre-trained models using 

the sigmoid activation function this is no doubt surprising as 

sigmoid is relatively better for binary classifications. 

Su, suggested that [15] By adding more convolution kernels, 

a better can feature extraction method can be achieved, to 

help the model converge more quickly, the data collection 

can be suitably expanded. The experiment's impact of 

various activation functions is compared, and the images are 

categorized using the SoftMax approach. The classification 

of images of normal and diseased thyroid tissue is then done 

using the improved model. The model produces better 

categorization results, with an average classification 

accuracy of 96.6%.   

 In Li et al [16] the primary goal of the research is to develop 

a straightforward convolutional neural network 

classification model for three popular datasets. Comparative 

experiments are carried out by altering experimental settings 

(such as activation function, pooling method, output size, 

etc.), and the impact of various factors on classification and 

recognition accuracy is examined using various data sets. 

According to experimental findings, maximal pooling and 

the relu activation function are more suited for categorizing 

image data sets. 

In [17] Kothari et al. provided a comparison analysis of a 

custom CNN model to a pre-trained model. The article 

employs two models, the first of which is a pre-trained 

MobileNet model and the second of which is a customized 
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CNN model. The outcomes of each model that was used are 

compared using prediction accuracy and MAE. MAE is 

used as a performance metric for age whereas accuracy is 

used for gender and ethnicity. The UTKFace dataset is used 

to analyze the models. 

In this paper [7] the authors introduce a two-part age 

estimate system to close the age estimation gap. A specially 

created gender classifier that separates males and females is 

the first element. The second module uses two different 

models for age estimation. Model B is trained exclusively 

on photographs of men, while Model A is trained 

exclusively on images of women. The system takes an input 

image, determines the gender of the face, and then sends the 

image to the appropriate model depending on the gender 

label that is predicted. The age estimation models were 

updated to match the specifics of each case from the Visual 

Geometry Group (VGG16) networks. Individually, the 

models produce accuracy levels of more than 85%, and the 

system achieves an 80% total accuracy. To validate the 

performance on unseen data, the proposed system is trained 

and evaluated on the UTK-Face dataset and cross-validated 

on the FG-NET dataset. 

In [18] Akhand et al. calculate age from frontal, semi-

frontal, and profile photos. They also examined several deep 

learning models (ResNet18, ResNet34, ResNet50, 

Inceptionv3 and Dense Net) and they obtained a mean 

absolute error of 2.64 using ResNet34. 

 

3. Methodology 

3.1. Datasets 

For facial age prediction, a dataset comprising facial images 

with corresponding age labels is required for that we 

selected three datasets for this experiment, which are UTK 

faces, CASIA   African Facial, and IDMB_WIKI datasets 

which are openly available from the following link. 

I. https.//www.kaggle.com/datasets/abhikjha/utk-

face-cropped 

II. https.//www.kaggle.com/datasets/abhikjha/imdb-

wiki-faces-dataset 

III. http.//www.idealtest.org/#/datasetDetail/24 
3.1.1. UTK Facial Dataset 

One of the most used datasets created for age determination 

from facial photos is the UTK image benchmark. The 

dataset is one of the largest-scale facial dataset with a wide 

age range (from 0 to 116 years old), it has over 20,000 facial 

photos with annotations for age, gender, and ethnicity. 

There is a wide range of poses, facial expressions, lighting, 

occlusion and resolution. Several tasks, including face 

detection, age estimation, age progression and regression, 

and landmark localization could be performed using this 

dataset. We used pictures from ages 5-30, each consisting of 

450 images which made a total of 11400 images. 

 

 

Fig4.  image showing example of facial images in the UTK 

dataset 

 
Fig 5. image showing the distribution of from ages 5-30 
from the UTK Facial dataset used for the experiments 

Table 1. Age distribution from the UTK Facial dataset 
used for the experiments. 

Age Amount 

5 450 

6 450 

7 450 

8 450 

9 450 

10 450 

11 450 

12 450 

13 450 

14 450 

15 450 

16 450 

17 450 

18 450 

19 450 

20 450 

21 450 

22 450 

23 450 

450 24 

25 

26 

450 

450 

27 450 

28 450 

29 450 

30 450 

 

 
3.1.2. IMDB-WIKI 

This is the largest publicly accessible dataset of face photos 

with gender and age labels. We used a total of 3659 images 

from the  

Wiki dataset for our experiments. 
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Fig6.  images showing example of facial images in the 

IMDB-WIKI dataset 

 

 
Fig7. image showing the distribution of from ages 5-30 
from the WIKI Facial dataset used for the experiments 

 

Table 2. The distribution of the ages between 5-30 from 
the WIKI dataset used for the experiment. 

Age Amount 

5 180 

6 

7 

114 

126 

8 236 

9 159 

10 140 

11 63 

12 106 

13 75 

14 137 

15 143 

16 212 

17 103 

18 181 

19 58 

20 103 

21 136 

22 139 

23 92 

24 191 

25 156 

 

3.1.3. CASIA African facial Dataset 

The images in the database were taken in Kaduna, Nigeria, 

which is an African country. Approximately 1150 

individuals took part in the practice of capture. The dataset 

has different ethnic Nigeria tribes, for this experiment, we 

made use of the Hausa ethnic group. The images in the 

database comprise a total of 38,546 images from 1,183 

subjects. We made use of a total of 10921 facial images 

distributed to ages 10-30, table 2 shows the age distribution 

of the dataset. 

 
Fig8. images showing example of facial images in the 

CASIA African dataset. 

 
Fig9. image showing the distribution of from ages 10-30 
from the CASIA facial dataset used for the experiments. 

 
Table 3. The distribution of the ages between 10-30 from 

the CASIA Facial dataset used for the experiment. 

 

Age Amount 

10 46 

11 23 

12 23 

13 297 

14 193 

15 538 

16 352 

17 425 

18 1242 

19 804 

20 1441 

21 729 

22 636 

23 483 

24 435 

25 932 

26 280 

27 483 

28 417 

29 269 

30 818 
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3.2. Training  

The input image was rescaled to 120 X 120 pixels and we 

used the optimization function adam, and a dropout of the 

fully connected layer of 0.2 which was to regularize the 

network while training. We downloaded the various deep 

learning models from the TensorFlow keras library, and 

then we froze the convolutional layers and added our fully 

connected layers for the prediction to take place, we used 

three dense layers which had 50, 20 and 1 outputs hence for 

prediction. We then specified the activation function at the 

last dense layer which would be either ReLu or linear for the 

experiments. 

 

Fig10. Image showing the methodology for the 

experiments using transfer learning  

 

We also used the early stopping function to stop training 

once there are no improvements in accuracy, the RGB 

image is passed to the convolution area for feature 

extraction (pre-trained) and then passed to the fully 

connected layer which is then passed to the output layer 

where the probability of the output layer is calculated. We 

used a total of 11700 images which had 450 images in each 

age label i.e. 5-30 for the UTK dataset, we used a total of 

10921 images from the CASIA dataset and lastly, we used 

3659 images from the WIKI dataset. we then used the 

Python function” train_test_split()” to split the X images 

and labels into training and test set, using the ration of 70.30 

for  facial datasets. 

 
3.2.1. Transfer Learning Workflow  

The transfer learning workflow involves the following 

steps. 

a. Preparing the dataset. Splitting the dataset into training, 

validation, and testing sets. 

b. Pre-training. Utilizing the pre-trained VGG16 or VGG19 

model, which is trained on a large-scale image classification 

task such as ImageNet, to extract features from facial 

images. 

c. Fine-tuning. Modifying the last few layers of the pre-

trained model or adding new fully connected layers to adapt 

the model for age prediction. These layers are initialized 

randomly and trained on the specific age prediction task as 

seen in fig6. 

d. Training and Evaluation. Training the modified model 

using the training set and evaluating its performance on the 

validation set. Iterative optimization techniques such as 

gradient descent and backpropagation are applied. 

e. Testing. Assessing the final model's accuracy by 

evaluating it on the testing set. Metrics such as mean 

absolute error (MAE) and mean squared error (MSE) can be 

used to quantify the prediction accuracy. In this work, we 

utilize the MAE as our evaluation metric. 

                    𝑀𝐴𝐸 =
∑ |𝑦̅−𝑦|𝑁
0

𝑁
                                             (3) 

In a regression model, R-Squared (also known as R2 or the 

coefficient of determination) is a statistical metric that 

quantifies how much of the variance in the dependent 

variable can be accounted for by the independent variable. 

R-squared, or the "goodness of fit," measures how well the 

data match the regression model. A greater r-squared shows 

that the model can explain more variability. R-Squared 

ranges from 0-1. 

                              𝑅2 =
𝑆𝑆𝑟

𝑆𝑆𝑡
                                                   

(4) 

where SSt represents the total sum of squares and SSr 

represents the residual sum of squares. We would be using 

both MAE and R2 to determine how well the models 

performed. The suggested age prediction system using deep 

CNNs and transfer learning is shown in Fig 6. One of the 

deep learning models would be attached to the base model 

with fully connected layers and an output. in Fig.6, a deep 

CNN model is initially imported with its pre-trained 

weights. The architectures were developed for the ImageNet 

object classification problem, so each deep CNN has 1000 

units in its last layer. Hence, we remove its fully connected 

layers and added our custom fully connected layer with one 

output for age prediction using an activation function of 

either ReLu or Linear.  

 
3.2.2. Experimental Setup 

Using Jupyter Notebook, we put the suggested strategy into 

practice. Intel 12 gen I-core 7 with 10 cores has been used 

for training the networks. For regression, the learning rate 

was set to 0.001 and the momentum to 0.9. We used mean 

absolute error (MAE) for regression in the performance 

metric. Human age exhibits some coherence, and facial 

shape can vary slightly but not enough for the human eye to 

notice. For instance, the age patterns of people who are 21 

and 23 years old may be similar, and in some instances, it 

may be difficult for a human to tell them apart. On the other 

hand, for regression, we minimized MAE. 

 

4. Experimental Results 

We show the experimental results, using Linear and ReLu 

for the activation function of the last output layer of our 

transfer learning model, mainly VGG16, VGG19, 

MobileNet and ResNet-50, to investigate the mean absolute 

error of the regression process. These popular activation 

functions are frequently used in neural network topologies, 

especially in regression processes. By current best practices, 

we computed the gradient and updated the weight matrix 

using Adam Optimizer. We trained with a constant velocity 

of 0.9 throughout. 
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Table 4. The different deep learning models performance 

Model Activation 

Function 

MAE R2 Dataset 

VGG16 

VGG16 

Relu 1.45 0.80 Casia African 

Dataset 

Linear 1.21 0.85 Casia African 

Dataset 

VGG19 Relu 1.32 0.83 Casia African 

Dataset 

VGG19 Linear 1.34 0.84 Casia African 

Dataset 

RESNET  

50 

Relu 3.13 0.21 Casia African 

Dataset 

RESNET  

50 

Linear 3.19 0.28 Casia African 

Dataset 

MobileNet Relu 1.03 0.89 Casia African 

Dataset 

MobileNet Linear 1.10 0.88 Casia African 

Dataset 

VGG16 Relu 4.23 0.52 IMDB-Wiki 

Dataset 

VGG16 Linear 4.19 0.52 IMDB-Wiki 

Dataset 

VGG19 Relu 4.33 0.50 IMDB-Wiki 

Dataset 

VGG19 Linear 4.23 0.51 IMDB-Wiki 

Dataset 

RESNET  

50 

Relu 18.03 -

5.04 

IMDB-Wiki 

Dataset 

RESNET  

50 

Linear 5.67 0.19 IMDB-Wiki 

Dataset 

MobileNet Relu 3.96 0.56 IMDB-Wiki 

Dataset 

MobileNet Linear 4.01 0.54 IMDB-Wiki 

Dataset 

VGG16 Relu 2.38 0.77 UTK Facial 

Dataset 

VGG16 Linear 1.75 0.85 UTK Facial 

Dataset 

VGG19 

 

Relu 17.48 -

5.47 

UTK Facial 

Dataset 

VGG19 Linear 2.22 0.80 UTK Facial 

Dataset 

RESNET  

50 

Relu 4.80 0.39 UTK Facial 

Dataset 

RESNET  

50 

Linear 4.60 0.38 UTK Facial 

Dataset 

MobileNet Relu 2.02 0.81 UTK Facial 

Dataset 

MobileNet Linear 2.01 0.80 UTK Facial 

Dataset 

 

 

The results obtained from the experiment show that 

MobileNet Transfer Learning Model outperforms the other 

models in two datasets with a MAE of 1.03 using the ReLu 

activation function in the CASIA African Dataset and 3.96 

using the ReLu for IMDB-WIKI dataset. VGG16 using 

linear activation function performed best for UTK facial 

dataset with a MAE of 1.75. From the results obtained so 

far, we see, the importance of the activation function has 

been seen, with each model’s performance using a different 

activation function. 

 
 

Fig11. Image showing the graphical illustration of the 
different model’s performance for the CASIA Africa 

Dataset. 

 
 

Fig12. Image showing the graphical illustration of the 
different model’s performance for the IMDB-WIKI 

Dataset. 

 

 
Fig13. Image showing the graphical illustration of the 

different model’s performance for the UTK Facial Dataset. 

 

5. Conclusion 

Prediction of Facial ages is important in areas such as sports, 

election verification systems, medical sciences and 

forensics. We have used the concepts of transfer learning in 

a task to understand the context of a person’s biological age. 

Using ResNet50, MobileNet, VGG16 and VGG19 CNN 

models we investigated the performance of these models 

using two activation functions, ReLU and Linear. We 

conducted separate experiments on facial age prediction 

using three different farcical datasets with people from 

different ethnicity using the UTK Facial, Casia Africa and 

IMDB-Wiki datasets. MobileNet with ReLu activation 
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function, has produced a superior result with a mean 

absolute error of 1.03. Using testing, the number of epochs 

is set at 20. The investigation is innovative because it was 

not conducted by prior researchers regarding facial age 

prediction, and the comparison with the leading-edge 

publication has shown this. 
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