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Abstract: In the digital era, watermarking is crucial for copyright protection and content authentication, responding to the challenges posed 

by digital media's easy duplication and distribution. This paper introduces an innovative approach to digital video watermarking, leveraging 

hardware implementation for enhanced security and efficiency. By employing the Spartan 3E-XC3S1600 FPGA and VHDL programming, 

the study focuses on embedding and extracting watermarks in parallel processing on uncompressed digital videos in the spatial domain, 

using the Least Significant Bit (LSB) technique. MATLAB software supports the pre-processing and post-processing phases. The system's 

performance is remarkable, achieving a high Peak Signal-to-Noise Ratio (PSNR) of 45.0225 and a Structural Similarity Index (SSIM) 

score of 0.9867, indicative of quality watermarking with minimal impact on the original video content. Additionally, it demonstrates 

exceptional processing speed, handling video at 139.47 frames per second (fps) at a frequency of 75 MHz. This study presents a robust 

solution for digital watermarking. It sets a benchmark for future research in the field, combining hardware efficiency and software flexibility 

to cater to the evolving needs of digital media security. 
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1. Introduction 

In today's digital age, where multimedia content, 

particularly videos, is extensively shared over the Internet, 

the significance of digital watermarking has grown 

exponentially [1]. This technology protects intellectual 

property rights, ensures content authenticity, and prevents 

unauthorized distribution [2]. As videos become a 

dominant medium for communication and entertainment, 

safeguarding them from misuse and piracy is paramount 

[3]. 

Digital watermarking offers a robust solution to embed 

invisible marks or identifiers within the media file. These 

watermarks can be used for various purposes, such as 

tracking the origin of a media file, asserting ownership, 

managing digital rights, or even for content authentication 

and integrity verification [4], [5]. 

Digital watermarking is broadly classified into two 

categories: visible and invisible watermarking. Visible 

watermarking is apparent to the viewer and is often used 

for branding or as a deterrent against unauthorized use [6]. 

On the other hand, invisible watermarking is more subtle 

and is embedded so that it does not perceptibly alter the 

original media. This form of watermarking is crucial for 

security and forensic applications where the presence of 

the watermark should not be evident to the ordinary 

observer [7]. 

Moreover, digital watermarking can be classified based on 

the domain in which the watermark is embedded: spatial 

and frequency. Each type has advantages and applications 

for different requirements and scenarios [8]. 

Focusing specifically on digital video watermarking, the 

choice between spatial and frequency domains is 

significant. The spatial domain involves directly 

modifying pixel values of the video frames, making it 

more straightforward and less computationally intensive. 

This simplicity makes it well-suited for real-time 

applications where speed is essential [9]. 

In contrast, frequency-domain watermarking, which 

involves transforming the video data into a frequency 

space (e.g., using Discrete Cosine Transform or Fourier 

Transform), offers better robustness against compression 

and other forms of manipulation [10]. However, this 

robustness comes at the cost of increased computational 

complexity, which can be a limiting factor in real-time 

applications [11]. 

The preference for the spatial domain in video 

watermarking, particularly in this thesis, stems from its 

simplicity and efficiency in real-time processing [12]. The 

spatial domain allows quicker embedding and extracting 

of watermarks, which is crucial in scenarios where videos 

must be processed in real time or on the fly [13]. This 

immediacy is particularly relevant in live broadcasts, 
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surveillance, and other applications where delays cannot 

be afforded [14]. 

Some spatial image watermarking techniques embed a 

watermark into the least significant bits (LBS) of pixels. 

The watermark is invisible to human eyes. However, the 

watermark can be easily destroyed if the watermark is 

low-pass filtered or JPEG compressed [15]. Embedding 

the watermark in the most significant bits (MSB) will 

introduce a more robust watermark, but it will also distort 

the host image, and this conflicts with the invisibility 

requirement [16], [17]. 

Using hardware, especially FPGAs, in digital video 

watermarking introduces significant advantages, 

particularly in performance [18]. FPGA-based 

implementations of watermarking algorithms excel in 

speed and efficiency, markedly reducing the execution 

time compared to software-only solutions. 

FPGAs provide a high degree of parallelism, allowing for 

simultaneous processing of multiple video frames or 

different parts of a frame. This capability is crucial for 

real-time video processing applications where speed is of 

the essence [19]. Moreover, FPGAs are reconfigurable 

and can be programmed to suit the specific requirements 

of different watermarking algorithms, offering flexibility 

and adaptability [20]. 

This paper presents a cost-effective digital video 

watermarking solution using the LSB technique in the 

spatial domain, implemented on FPGA hardware for 

parallel processing. Key contributions include: 

1. Implementing FPGA-based parallel processing to 

accelerate real-time video applications' watermark 

embedding and extraction. 

2. Significantly reducing time for embedding and 

extracting watermarks, enhancing efficiency in real-

time video applications. 

3. Introducing a new secret key mechanism to bolster 

the security of the digital watermarking process. 

The remaining structure of this paper is as follows: 

Section 2 provides a brief overview of related work. 

Section 3 introduces the proposed system. Section 4 

details the hardware implementation and experimental 

results. In Section 5, a comparison with other studies is 

made. The paper concludes in Section 6, which also 

discusses future work.  

2. Literature Review 

FPGAs are essential in digital video watermarking, 

offering speed, security, and suitability for real-time 

applications [21]. The FPGA adaptability and efficiency 

blend software flexibility with hardware performance 

[22]. FPGAs excel in parallel watermark embedding and 

extraction processing, enhancing video watermarking 

efficiency [23]. The re-programmability of the FPGA 

allows adaptation to evolving watermarking technologies 

and security challenges, making them a reliable and 

versatile tool for academic and professional use [24]. The 

following paragraph provides an overview of previous 

research on using FPGAs in watermarking. The following 

paragraph outlines previous studies that have utilized 

FPGAs for implementing watermark embedding within 

raw digital videos in the spatial domain. 

K. Pexaras et al. [25] focus on optimizing and 

implementing low-cost image and video watermarking 

hardware. It proposes computational optimizations to 

minimize the size of arithmetic operations, thereby 

reducing hardware costs. Their study introduces three 

hardware architecture variants: two for image 

watermarking (a low-cost serial and a more efficient 

parallel one) and one for video watermarking (pipelined). 

These designs leverage small arithmetic units in various 

computational steps for cost efficiency. Their system's 

methods balance robustness against attacks and low 

implementation costs, especially for wireless network 

applications where resources are limited. 

S. Das and et al.[26], concentrate on enhancing a 

reversible contrast mapping (RCM) algorithm for 

invisible video watermarking. The methodology involves 

using an FPGA-based system for efficient hardware 

implementation. Their study corrects shortcomings of the 

existing RCM algorithm, ensuring it satisfies invertible 

properties in all cases. It employs a high-level synthesis 

(HLS) approach, resulting in a design that uses pipeline 

structures and parallelism for improved performance. The 

hardware implementation, verified using the VIVADO 

HLS tool, shows promise in real-time applications with 

low cost and high speed. The study also compares 

software and hardware implementations, emphasizing the 

effectiveness of the FPGA approach in optimizing video 

watermarking processes. 

K. Sunaniya et al. [27] introduced a novel algorithm for 

reversible invisible watermarking using FPGA. It 

proposes an efficient embedding bit rate control based on 

contrast mapping (EBCRCM). The methodology includes 

adaptive linear contrast mapping on pixel intensity values 

controlled by a predefined threshold, ensuring distortion 

remains within acceptable limits. Their study emphasizes 

the hardware implementation, leveraging parallel 

processing to achieve high speed, which is crucial for real-

time applications. The algorithm is validated in MATLAB 

and implemented on FPGA, demonstrating its 

effectiveness for practical use. 

R. Dalbouchi et al. [28] focused on a video watermarking 

approach using motion vectors. The methodology 

involves embedding a watermark in the motion vectors of 
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a video, which are generated during motion estimation. 

Their study examines both software and hardware 

implementations, with the hardware aspect leveraging 

FPGA technology for efficiency. The technique involves 

embedding a binary sequence into motion vectors' 

horizontal and vertical components, followed by 

scrambling to ensure robust video protection. 

Experimental results indicate that this method maintains 

video quality while requiring relatively small resources. 

3. Proposed Hardware-Based Watermarking 

System 

In this system, we proposed parallel hardware 

implementation for uncompressed digital video 

watermarking in the spatial domain leveraging the LSB 

technique. The proposed system has two algorithms: one 

for embedding binary watermark images into 

uncompressed video frames and another for extracting the 

watermark from watermarked video. These algorithms are 

implemented on the hardware in a parallel way. Figure (1) 

presents the overall framework of the proposed system. It 

initially shows the video loaded by the Personal computer 

(PC) and the pre-processed data being passed to the FPGA 

for either the embedding process or the watermark data 

extraction. Subsequently, this data is passed back to the 

PC for post-processing. The final output of the entire 

process could be the watermarked video or the 

watermarked image. 

 

Fig. 1. General Framework of the Proposed System 

3.1 Embedding Algorithm 

In the proposed system, we have embedded the watermark 

in all video frames to make it invisible to humans. In this 

system, watermark embedding involves altering each 

pixel's second bit (D1) in a video frame, as shown in 

Figure (2). Instead of directly replacing this bit with the 

watermark bit, it is modified (from 0 to 1 or vice versa) 

based on a comparison with the corresponding watermark 

bit. The reasons for choosing the second bit over the first 

one are to preserve video quality and to resist better 

attacks like filtering, cropping, rotation, and compression. 

 

 

 

Fig. 2. Bit Position for Watermarking 

The system introduces a new secret key for the embedding 

process, based on a parity check (sum of ones) in both the 

Most Significant Nibble (MSN) and Least Significant 

Nibble (LSN) of pixels, compared to the watermark bits. 

Parity is either even ('0') or odd ('1'). If parity is '0' and the 

watermark bit is '1', the second bit of the MSN is 

complemented. No change occurs if both parity and 

watermark bit are '0'. The exact process applies 

simultaneously to the LSN, ensuring unchanged MSN and 

LSN if their parity is '0' and the watermark bit is '0'. 

Before watermark embedding, the system undergoes 

several pre-processing steps to prepare the video data for 

watermarking. These include extracting frames, isolating 

the blue channel and dividing it into four parts, and 

condensing data from two bytes into one, necessitated by 

the device's limited memory. Additionally, post-

processing is conducted on the watermarked data to form 

the output watermarked video format. The detailed steps 

for the pre-processing, embedding, and post-processing 

are listed as follows: 

1. From the PC, read the uncompressed RGB video. 

2. Extract the first frame N x M (N is the number of 

columns, and M is the number of rows). 

3. Extract Blue Channel. 

4. Divide the blue channel into four equal parts. The 

below Equations calculate the size of each part, where 

D7 D6 D5 D4 D3 D2 D1 D0 
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Equation (1) calculates the number of columns in 

each part, while Equation (2) calculates the number 

of rows: 

𝑷𝒏 =  𝑵    .............. (1) 

𝑷𝒎 =
𝑴

𝟒
    .............. (2) 

5. Select the first part. 

6. A byte of eight bits is formed by picking the LSN of 

each pixel in the part, along with the neighboring 

LSN pixel, by row. The size of a part after the formed 

byte is calculated by Equation (3) for rows and 

Equation (4) for columns: 

𝑷𝒏𝒇 =
𝑷𝒏

𝟒
     ..............(3) 

𝑷𝒎𝒇 = 𝑷𝒎    ...........(4) 

Pnf is the number of columns in the formed byte 

matrix, and Pmf is the number of rows. 

7. Send the formed bytes to the FPGA. 

8. read the black/white watermark image with size (Wn 

x Wm) from the FPGA buffer. 

9. Divide the watermark into four equal parts, Where the 

size of each part is calculated by Equation (5) to find 

the number of bits in each column (WPn) and 

Equation (6) to find the number of bits in each row 

(WPm): 

𝑾𝑷𝒏 =  𝑾𝒏  ................. (5) 

𝑾𝑷𝒎 =
𝑾𝒎

𝟒
   ................. (6) 

10. Pick the first part of the watermark. 

11. Divide the frame’s part into blocks. The number of 

blocks in the column is equal to (WPn), and the 

number of blocks in the row is equal to (WPm). 

12. Calculate block size (Number of Pixels in each 

Block). Equation (7) calculates the number of pixels 

in each column (Bn), while Equation (8) calculates 

the number of pixels in each row (Bm). 

𝑩𝒏 =
𝑷𝒏𝒇

𝑾𝑷𝒏
   .............. (7) 

𝑩𝒎 =
𝑷𝒎𝒇

𝑾𝑷𝒎
  ............. (8) 

13. Receive the first watermark bit. 

14. Pick the first block.  

15. Pick the first pixel of the block. 

16. Calculate the parity of the LSN and MSN of pixels in 

parallel. 

17. Check if the parity of the LSN of the pixel is not equal 

to the watermark bit, complement D1; otherwise, 

leave it unchanged. The exact process is done for the 

MSN with D5. This process works in parallel. 

18.  If there is a pixel in the current block, pick the next 

pixel and go to step 16. 

19.  If there is a block of the current frame’s part, pick the 

next block and next watermark bit, then go to step 15. 

20. Send the watermarked part to PC. 

21. Divide the watermarked byte back into its constituent 

LSNs. This will give you two sets of four bits each, 

corresponding to the LSN of the original and 

neighboring pixels. 

22. Take the MSN of the original and neighboring pixels 

and merge them with the corresponding LSNs. This 

will give us the watermarked pixels. 

23. Put these newly formed watermarked pixels back into 

their original positions in the part of the frame from 

which they were initially extracted. 

24. If there is a part of the current frame, receive the next 

part, load the next watermark part, and then go to step 

11. 

25. Re-integrate the watermarked part back into its 

original quadrant within the frame. 

26. Combine the Red, Green, and watermarked Blue 

channels to form the full RGB watermarked frame. 

27. Integrate this watermarked frame back into the video 

sequence. Repeat these steps for all the frames that 

need to be watermarked to construct the final 

watermarked video. 

28. The steps are repeated until all video frames are 

completed. 

29.  End. 

The limited memory of the Xilinx Spartan 3E FPGA 

necessitates dividing a video frame into four parts for 

processing and forming eight-byte bits. Figure (3) shows 

all the steps of embedding watermark processing in the 

proposed system.
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Fig. 3. General Block Diagram for Proposed Watermark Embedding Process 

3.2 Extracting Algorithm  

The extraction of the hidden watermark is as crucial as the 

embedding process. The successful recovery of the 

watermark is essential for establishing ownership of the 

resources. The extraction procedure involves using the 

watermarked video as input, and as a result, the system 

retrieves the hidden watermark image. The following 

steps illustrate the extraction process: 

1. Read the watermarked video. 

2. Subject the watermarked video to one of the 

proposed attacks. 

3. Execute the same steps in the embedding algorithm 

from 2 to 5. 

4. Send the formed part to FPGA. 

5. As in steps 5 and 6 in the embedding algorithm, divide 

the part into blocks and determine the number of pixels 

in each block. 

6. Pick the first block. 

7. Set the counter to zero. 

8. Pick the first pixel of the block. 

9. Divide the pixel into MSB and LSB and calculate the 

parity for each one. 

10. If the parity equals zero, increase the counter by one. 

11. If there is a pixel in the current block, pick the next 

pixel of the block and go to step 9. 

12. If the counter is greater than the number of pixels in 

the block, append ‘0’ to the watermark; otherwise, 

append ‘1’. 

13.  If there is a block of the current part, pick the next 

block and go to step 7. 

14.  Send the watermark part to the PC. 

15.  If there is a part of the current frame, receive the 

next part and go to step 5. 

16.  Construct the watermark image by integrating 

watermark parts. Output the watermark image. 

17.  The steps are repeated until all watermarked frames 

are completed. 

18.  End. 

 

The watermark extraction algorithm is implemented on 

each frame of the watermarked video, which has been 

subjected to one of the proposed attacks. This process 

involves retrieving the watermark from each frame to 

achieve the highest quality of the watermark image. 

Figure (4) illustrates the watermark extraction process 

using a hardware-based parallel way. 

 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(8s), 644–653 |  649 

 

Fig. 4. General Block Diagram for Proposed Watermark Extracting Process 

4. Experimental Results 

In the following subsections, we present the 

implementation of the proposed parallel video 

watermarking system. 

4.1 Experimental Setup 

The evaluation of the proposed system involved both 

software and hardware setups. MATLAB 2015b on a 

Windows 7 computer with an Intel Core i7 CPU and 8 GB 

RAM was used for software testing. Hardware tests were 

conducted on a Spartan 3E-XC3S1600 FPGA, utilizing 

parallel processing. The performance was assessed using 

three AVI RGB color videos with different motion and 

texture characteristics: "Akiyo," "Football," and 

"Foreman," each sized at 768x640. A 64x40 pixel binary 

watermark was embedded into 100 frames of each video. 

Figure (5) displays snapshots from all three test videos 

and watermarks.

 

 

Fig. 5. Snapshots of the test videos with Watermark Image.  

(a) Akiyo. (b) Football. (c) Foreman. (d) Watermark. 

 

4.2 Execution Time 

The execution time for both embedding and extracting 

processes was calculated for each tested video and 

presented in Table (1). It's important to note that these 

times include the embedding or extraction processes and 

the data transfer time between the PC and the FPGA, 

encompassing both pre-processing and post-processing 

phases. Additionally, the time for executing the 
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embedding or extracting process inside the FPGA device 

for one part of a frame was recorded as 20D0B in 

hexadecimal at a frequency of 75 MHz, as shown in 

Figure (6). 

 

 

(a)                                                                        (b) 

Fig. 6. FPGA LCD Display of Execution Times for Parallel Implementation:  

(a) Embedding Time. (b) Extraction Time. 

The hexadecimal number 20D0B in decimal is 134,411. 

Since one frame contains four parts, the total number of 

clock cycles for one frame would be (134,411 * 4 = 

537,644). The time taken for the frame embedding or 

extracting process is approximately 13.33 ns. Therefore, 

the time FPGA consumes to embed or extract one frame 

in seconds is equal to (537.644 * 13.33 ns = 0.00717 s) 

and can process 548.418 Mbps. The number of frames 

processed in one second using this system is 139.47 fps.  

The video size is 768 x 640, one part is 768 x 160, and the 

part size becomes 384 x 160 pixels after forming one byte. 

So, the number of bits to send from PC to FPGA with start 

and stop bits is (384 x 160 x 10 = 614,400 bits). Therefore, 

the time consumed to transfer these bits to the FPGA using 

a serial cable with a transfer rate of 700,000 bps is 0.87714 

s for one part and 3.50856 s for one frame. 

For the extracting process, the transferred data to FPGA is 

the same as the embedding process, while we receive one 

part of the watermark. The watermark size is 64 x 40; one 

part is 64 x 10, so the number of bits received from FPGA 

with start and stop bits is (64 x 10 x 10 = 6400 bits). 

Therefore, the time to transfer these bits (one part) to PC 

is 0.00914 s and 0.03656 s for the whole watermark 

image.

Table 1. Embedding vs. Extraction Time per Frame in Serial FPGA-Based System 

Video Name 
Embedding 

Algorithm 

Extracting 

Algorithm 

Embedding 

Processing 

Extracting 

Processing 

Akiyo 0.00717 0.00717 9.088626 5.62189 

Football 0.00717 0.00717 9.094805 5.62167 

Foreman 0.00717 0.00717 9.088868 5.63492 

 

4.3 Quality Evaluation 

The outcomes of the quality metrics applied to evaluate the performance of the serial FPGA-based embedding algorithm are 

presented in Table (2). 

Table 2. Quality Metrics Values in Average for Parallel Embedding Algorithm 

Video MSE PSNR SSIM 

Akiyo 3.145953e-05 45.022505 0.986725 

Football 3.147473e-05 45.020732 0.973 

Foreman 3.06840e-05 45.131215 0.981318 
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As shown in Table (2), the results indicate high fidelity 

between the original and watermarked videos. The 

minimal difference between the values of one standard for 

each video indicates the system's effectiveness in applying 

it to various videos regarding the complexity of the scenes 

and content. 

4.4 Robustness Evaluation 

The proposed system's robustness was tested against 

various attacks: noise (salt & pepper noise with 0.4 

density), geometric transformations (20° rotation without 

synchronization), scaling (downscaling to 20% of original 

size), cropping (20% from each side), and JPEG 

compression (with quality set to 80). The system's 

effectiveness against these attacks was evaluated by 

measuring the Normalized Cross-Correlation (NCC) 

value between the original and extracted watermarks. We 

calculate the minimum and maximum values of NCC for 

each video, as shown in Table (3). 

Table 3. Average of Max and Min NCC Values under Various Attacks  

 Akiyo Football Foreman 

 Min NCC Max NCC Min NCC Max NCC Min NCC Max NCC 

No Attack 
Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 

1 1 1 1 1 1 

Median Filter 
Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 

1 1 1 1 1 1 

Cropping  20% 
Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 

0.60756 0.60756 0.60756 0.60756 0.60756 0.60756 

Rescaling 20% 
Frame#49 Frame#10 Frame#86 Frame#23 Frame#41 Frame#11 

0.9664 0.98008 0.95139 0.99502 0.97003 0.98907 

Rotation 450 

Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 Frame#1 

0.70743 0.70743 0.70743 0.70743 0.70743 0.70743 

JPEG 

Compression 

Frame#67 Frame#13 Frame#2 Frame#86 Frame#61 Frame#75 

0.66643 0.72165 0.23457 0.75279 0.36358 0.45347 

 

We conclude from the NCC values in Table (3) that 

watermark extraction is generally close to 1 for most 

cases, indicating a high level of correlation between the 

extracted watermark and the original watermark image. 

Figure (7) shows the watermark image extracted from the 

tested videos after it was subjected to the previously 

mentioned attacks with NCC value.  

5. Comparison Study 

This section addresses the critical comparison points 

between the proposed system and those presented by 

previous works. Table (4) compares the proposed 

watermarking system with other studies, focusing on 

parameters like FPGA platform, watermarking domain, 

frequency, embedding throughput, quality assessment, 

and test video model. The system shows high embedding 

throughput, suitable for real-time applications, operating 

at 75 MHz. It demonstrates a balance of speed and quality, 

with competitive PSNR and SSIM values, highlighting 

the effectiveness of the spatial domain approach on 

FPGA, making it efficient for digital video watermarking. 
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Table (4): Summarization of the Comparison Study with Previous Work 

Ref# 
FPGA 

Platform 

Processing 

Domain 

Operation 

Frequency 

Embedding 

throughput 

Quality 

Assessment 
Video Model 

[25] Cyclone IV Spatial 88.03 MHz 93.7 fps 
PSNR = 37.5 

MSE = 0.1291 

Raw Video 

Grayscale 

640x480 

[26] 

Xilinx Virtex 

7-XC7V20 0 

0T 

Spatial 150 MHz 62.328 Mbps 
PSNR = 38.44 

SSIM = 0.9647 

Raw Video 

Grayscale 

(640x480) 

[27] 

Xilinx Virtex 

7-XC7V20 0 

0T 

Spatial 100 MHz 46.146 Mbps 
PSNR = 37.658 

SSIM = 0.7445 

Raw Video 

Grayscale 

[28] 
Virtex6 

xc6vlx75tl 
Spatial 72 MHz - PSNR = 48.46 

Raw Video 

Grayscale 

(144x176) 

Proposed 

System 

Spartan 3E-

XC3S1600 
Spatial 75 MHz 

139.47 fps 

1010.84 

Mbps 

PSNR = 45.023 

SSIM = 0.987 

Xiph.org Video 

Test Media  

(768x640) 

 

6. Conclusion 

The study concludes that the proposed FPGA-based 

parallel video watermarking system, utilizing the LSB 

technique in the spatial domain, significantly accelerates 

watermark embedding and extraction for real-time video 

applications. Experimental results demonstrate the 

system's efficiency, notably reducing processing time and 

maintaining high video quality post-watermarking. Future 

work aims to further explore and enhance the system's 

capabilities, particularly regarding robustness and 

adaptability to various video formats and watermarking 

challenges. 
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