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Abstract: The digital telecom world made the humans to have android based mobiles. Hackers are realising more number of threatening 

applications daily to attack the android devices either to steal the personal information or to commit fraud money transaction. These cyber 

crimes, which attacks the devices functionality or security is known as “Malware Attacks”. The proposed research aims to identify the 

impact of the android device factors like call signals, intents, and commands to access an application in classifying the malware attacks. 

Existing dataset contains 215 sub attributes for the given factors, which is treated as a high dimensionality according the principles of the 

machine learning. So, the previous researchers implemented traditional feature selection techniques like correlation, which consumes high 

computational time because bi-variate or multi variate with chi-square analysis needs to do lot of computations in between the different 

pairs of attributes. Using the recursive feature elimination has produced more number of attributes, which is more than half of the attributes 

and has got average accuracy with high mis-classification rate. The proposed research enhances the embedded approach by integrating the 

non-linear customized SVM (Support Vector Machine) with cross validated pipelining feature. This increases the accuracy of the model 

and reduces the number of essential attributes to 74 with 95.58% accuracy. 

Keywords: Correlation, Embedded Approach, Feature Selection, Intents, Recursive Feature Elimination  

1. Introduction 

1.1. Introduction to Malware 

Malware attacks include any harmful software created with 

the purpose of secretly damaging or destroying 

infrastructure, servers, clients, computer networks, and/or 

computers. Malicious software is where the word malware 

comes from. Without the victim's knowledge, hackers create 

malicious software to corrupt and access the victim's 

computer. Malware can penetrate a computer system in a 

variety of ways, including as spyware, ransomware, adware, 

Trojan horses, viruses, and worms. A programme is 

typically labelled malware based on the developer's intent 

rather than the features itself. The malware was initially 

created solely as a joke for the end user, but it subsequently 

developed with the introduction of more sophisticated 

technology to target victim PCs and make money. Any 

hacker who infects a computer with malware wants to steal 

sensitive data or encrypts and then demand payment to 

decrypt them. Malware infestations are launched on any 

victim machine by hackers for a variety of reasons. There 

are other contributing variables, including some OS flaws 

that grant access to too many resources.  

1.2. Types of Malware Attacks 

 Figure 1 categorizes malware types that exists in the 

different network attacks 

 

Fig.  1.  Types of Malware Attacks 

a. Virus: When malware is activated, it has the ability to 

alter other programmers and insert its hazardous code into 

them in order to replicate. The only type of virus that may 

"infect" other files is this one, and it is also among the most 

difficult to remove. 

b. Worm: A worm can quickly travel from one computer to 

another, infecting entire networks, and appears to be able to 

replicate itself without the end user's help. 

c. Bots: A bot is a type of malware that is created to do a 

particular set of functions. It was initially created with good 

intentions, but it has since turned evil. In addition to being 

used in botnets to launch DDoS attacks as web frameworks 

that can gather server data, they are designed to transmit 
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malware that is disguising itself as well-known search 

phrases on download websites. 

d. Trojan: Trojan software, which seems to be a reliable 

programme, is one of the most difficult types of malware to 

detect. Once the victim executes this virus, the malicious 

software and instructions it contains can continue to run 

undetected. Other malware is frequently introduced into the 

system via it. 

e. Hybrid malware: A "hybrid" or mashup of different 

harmful software types makes up a lot of modern malware. 

For instance, "bots" first resemble Trojan horses before 

acting as worms once they have been activated. They are 

frequently employed as part of a wider cyberattack against 

the entire network to target specific users. 

f. Adware: Adware bombards users with intrusive and 

aggressive advertising, such as pop-ups. 

g. Malvertising: Malvertising spreads malware to end-user 

computers using legal advertisements. 

Spyware: Spyware monitors the unaware end user, 

gathering login information, passwords, browser history, 

and other information. 

h. Rootkit: A rootkit is a particular kind of malicious 

software designed to gain access to a system without the 

users' consent and without being noticed by security tools. 

Once successfully deployed, rootkits are put on the target 

computer by malware developers. This allows hackers to 

remotely execute files and change configurations. 

k. Ransomware: Computers are attacked by ransomware, 

which locks files in an encrypted state and refuses to release 

the key unless the client pays a fee. Attacks using 

ransomware that target businesses and the government are 

increasing, costing victims millions of dollars as some pay 

to recover crucial systems from the hackers. The 

Cryptolocker malware family, often known as Petya or 

Loky, is one of the most widespread and well-known 

ransomware families. 

1.3. Feature Selection 

While feature selection determines the best suitable set of 

properties for a specific target variable, structure learning 

demonstrates the relationships among all the parameters, 

generally by showing these linkages as a graph. It is 

basically expected when utilising a method of feature 

selection that the data may contain particular features that 

could be eliminated with minimal to no loss of data because 

they are redundant or unnecessary. The phrases "irrelevant" 

and "redundant" should not be used interchangeably 

because a relevant attribute may become redundant if 

another relevant feature also exists that is actually closely 

related. It is advisable to keep feature selection and feature 

extraction independent techniques. Through feature 

extraction, the ability of the distinctive features is exploited 

to create novel features, whereas feature selection just 

produces a subset of those functionalities. In areas where 

there are many characteristics but few samples or data 

points, feature selection methods are frequently used. The 

accuracy of learning is increased, computation time is 

decreased, and a better comprehension of the learning 

method or data is made possible by removing irrelevant 

data. Typically, not all characters in the input can be 

employed to actually construct a model using machine 

learning. Repetitive variables can diminish a classifier's 

accuracy and reduce a model's capacity for generalisation. 

A complicated model is also created when additional factors 

are added to an existing one. 

1.4. Need of Feature Selection 

Understanding the necessity for any approach, as well as the 

requirement for Feature Selection, is crucial before putting 

it into practice. It is common knowledge that a large current 

dataset is required for machine learning to provide improved 

outcomes. We collect a large amount of data to refine our 

model and support its learning. The dataset often consists of 

inaccurate data, irrelevant data, and a little quantity of useful 

data. The vast amount of data also slows down the training 

process for the model, and with disorder and inappropriate 

input, the model may not predict accurately or perform well. 

Therefore, it is essential to remove these disturbances from 

the dataset and include much less data. Attribute selection 

techniques are employed to accomplish this. The best 

features should be chosen to improve the model's 

performance. 

1.5. Feature Selection Techniques 

The two primary categories of feature selection strategies 

are presented in figure 2.   

 

Fig.  2.  Classification of Feature Selection Techniques 

A Technique for Supervised Feature Selection 

• The labeled dataset can be used with supervised feature 

selection methods that consider the target variable. 

• The wrapper methodology approaches characteristic 

selection as a search problem, where several combinations 

are made, assessed, and contrasted with other options. 
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Utilizing the subset of attributes repeatedly trains the 

algorithm. Before a halting condition is met, variables are 

added to a starting (typically vacant) list of variables by 

forward selection. 

• The repeating backward elimination procedure is the 

opposite of the forward selection process. Beginning with a 

consideration of all traits, the least significant one is first 

eliminated. The process of removing features is kept going 

until it has no further effect on the model's efficacy. 

• Exhaustive feature selection is one of the best feature 

selection methods because it uses brute force technique to 

evaluate each feature set. It shows that every possible 

feature combination is created using this procedure, and the 

best set of features is then returned. 

• Recurring greedy optimization techniques like recursive 

feature elimination choose features by repeatedly choosing 

a lower and smaller group of characteristics. 

• Features in the filter method are chosen based on 

statistical metrics. In this approach, the features are chosen 

during a pre-processing stage that is separate from the 

learning algorithm. 

• While transforming the dataset, information gain sets the 

amount of entropy that is reduced. 

• A technique for determining the relationships between 

categorical variables is the chi-square test. 

• One of the widely used supervised feature selection 

strategies is Fisher's score. It returns the variable's position 

on the fisher's criterion in descending order. 

• The output of the missing value ratio can be used to 

compare the property set to the given input threshold value. 

The advantages of both wrapper and filter approaches were 

merged into embedded methods by taking into consideration 

feature interaction and cheap processing costs. These 

efficient processing methods are superior than classification 

methods in that they are faster. 

• Regularization refers to methods for calibrating models 

of machine learning to reduce the modified loss function and 

avoid overfitting and underfitting. 

• A Method for Unsupervised Feature Selection 

Unsupervised feature selection methods can be applied to 

unlabeled datasets and ignore the target variable. 

• Correlation: Correlation can be utilised to choose 

characteristics since the target and ideal variables have a 

high correlation. Although they should be connected with 

the target, variables should not be correlated with one 

another. 

 

2. Related Works 

In [1], M. Abhijith et al. (2019) observed that malware 

dangers may be found in practically every program 

architecture, from supercomputers to device firmware. The 

first of its kind artificial neural network, a feedforward 

neural network on a Field-Programmable Gate Array, has 

been created by the authors and could be used to identify 

viruses on mobile devices. The computational strain on the 

mobile CPUs can be decreased by developing specialised 

malware detection accelerators. These days' top-tier 

smartphones have dedicated neural processors. Current 

Extremely large Scale Integrated (VLSI) technology 

advancements are to thank for the decrease in silicon and die 

area costs. The majority of malware infections on Android 

OS occur when malicious applications or Application 

Packages are installed on a device (APKs). It is suggested 

that an artificial neural network be employed as the 

classifier. A dataset with open sourcing is produced. There 

are 3417 malware samples and 8057 benign ware samples 

in this dataset, Considerable Permissions. 

In [2], Zarni Aung et al, have suggested a framework for 

Android's mobile operating system that can identify 

malicious programs. The authors researched Android 

malware detection using permissions. Researchers describe 

a virus detection tool for Android-based smartphones that 

uses machine learning. A machine learning-based system 

called Crowdroid can identify Trojan-like infections on 

Android mobile devices. The team gathers extracted 

features from Android applications to create a dataset that 

will be used to create an Android pathogen detection 

framework. The researchers implemented the characteristics 

for malware detection after identifying the actual 

permissions that the application needed. Malware sample 

databases are utilised to power some of the malicious 

software programs. Machine learning methods are 

employed for the  classify both malicious software and 

legitimate apps. Because there were insufficient samples of 

malicious applications, the model was not trained using big 

datasets. 

In [3], A.-D. Schmidt et al. has been reported that existing 

countermeasures to smartphone malware have flaws 

because they rely heavily on signatures. Researchers claim 

their new method is significantly more effective than 

existing ones for spotting malware on Android cellphones. 

Ad-Hoc networks are the technology that makes it possible 

for Android devices to implement collaborative intrusion 

detection. Since malware has long been a menace to 

computer systems, it was only a matter of time until the first 

harmful software creators developed an interest in rising-in-

popularity mobile platforms like Symbian OS. Simple 

classifiers proved to be an effective method for detecting 

malware on Android when utilising static ELF analysis. 

Malware executables and function call sequences are 
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compared in order to categorise them using the Prism, 

PART, and Nearest Neighbor algorithms. 

In [4], Justin Khan et al extract features from bundled 

Android applications using the open source Androguard 

project. There is a growing risk connected with virus 

targeted at portable devices since mobile platforms have 

recently become capable of running increasingly 

complicated software. Utilizing the Scikit-learn framework, 

the group trains a One-Class Svm Classifier using these 

extracted characteristics. The kernel, which is specified 

across strings of any length, is utilised for the string features. 

There are two basic difficulties in utilising a classifier based 

on machine learning to detect malware. The first step is to 

extract some kind of feature representation for an 

application. Second, a classification method must be chosen 

in order to train the system using classes because the training 

dataset is virtually entirely benign. 

In [5], J. Todd McDonald et al, have created a machine 

learning system that is capable of finding malware on 

Android smartphones. In the market for mobile operating 

systems, the Android OS has constantly been a strong 

competitor. Apposcopy showed an accuracy of 90% using 

1027 harmful samples against fifteen different malware 

families, with 103 negative result and only two false 

positive results. The purpose of this study is to evaluate the 

effectiveness of solitary machine learning methods on 

manifest permissions using a data set from an Android app 

that is of a sizeable enough. The results demonstrated that 

all of the ML methods that employed just the file alone 

produced considerable gains when contrasted to the 

diagnostic accuracy of readily accessible anti-virus engines. 

In order to categories program as dangerous or benign, this 

study tests the efficacy of four different algorithms for 

machine learning in conjunction with features taken from 

the Android manifest file permissions. Results from case 

studies show recall, accuracy, and precision rates of more 

than 80%. According to science, ongoing research will 

concentrate on developing a revolutionary algorithm that is 

specifically tailored to the identification of malware. For 

static identification using manifest permission features, 

ensemble methods and the inclusion of additional ML 

algorithms are planned. 

In [6], İsmail Atacak et al. claimed that a hybrid machine 

learning strategy based on CNN's features extraction layers 

with ANFIS is provided for the identification of mobile 

malware applications. The authors suggested utilising a 

convolutional neural network to identify Android malware 

from the Google Play Store's application authorization data. 

In the first dataset, the suggested model had an accuracy of 

92%, and in the second, it had an accuracy of 94.6%. System 

analysis and lively analysis are the two main methods used 

to find malware. With the aid of convolutional and pooling 

layers and with the aid of all the applications' permission 

data, feature extraction is carried out. The ANFIS model 

makes predictions based on the acquired features. Ten 

mobile users participated in the analysis. The investigators 

note that deep learning frameworks produce positive 

malware detection outcomes but are constrained by their 

high variable count and memory requirements. The 

outcomes demonstrated that identical values may be 

discovered using deep learning techniques. The team 

suggests that combining the data gleaned from the static and 

dynamic analysis of malicious programmes with the data 

gleaned from the dynamic analysis can lead to more 

effective results. 

In [7], Takamasa Isohara et al. examined the study of kernel-

based behaviour for detecting malware on Android. 

Numerous Android trojans, like Geinimi and DroidDream, 

are made available on the app store. We suggest a system 

that can identify harmful activities on the market places 

since malware infection through Android application 

markets is the biggest threat to Android users. Without any 

outside evaluation, any Software program can be released 

on the market. For Android malware assessment, the team 

has proposed a kernel-based behaviour analysis. All activity 

of programmes running on the Android system will be 

included in the log data. To detect the leaking of personal 

information, some data that is kept on the device is collected 

automatically and transformed into a signature. 

In [8], Anshul Arora et al. reported on malware in Android-

based mobile devices utilising network traffic analysis. 

Overtaking rivals like Symbian, Google's Android has 

emerged as the most popular operating system for 

smartphones. A group of researchers has created a method 

for identifying and analysing network activity from a mobile 

phone's SIM card in order to find Android malware. Based 

on the characteristics of the network traffic, a traffic analysis 

is carried out to find malware on Android smart phones. The 

initial work for malware detection on Android has been 

completed. The vast majority of methods recommended for 

malware detection on Android include dynamic analysis, 

static analysis, and cloud-based solutions. The main 

objective of the given assignment is to locate Android 

malware that may be controlled remotely by a website and 

receive instructions from it. A total of 43 malware and 

viruses and 5 instances of traditional mobile traffic are used 

as test data to assess the classifier's accuracy. 

In [9], Mariam Al Ali et al. report that malware poses 

serious risks to the nation's infrastructure, the service 

industry, and society at large's online security. With a focus 

on mobile computing platforms, they aim to create an useful 

and efficient unusual case malware detection system in their 

research project. Mobile devices are now targets of malware 

assaults. To achieve the goal, the authors generate system 

measures and use a number of effective machine learning 

approaches. The algorithms under consideration that 
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produce the greatest outcomes are Random Forest and 

Support Vector Machines. Some of the studies purport to 

refute past discoveries in this field: The framework put 

forward is comparable to that described by Shabtai et al, 

who collected system measurements and then used 

classification methods for detection to examine them. The 

main distinction is that classifiers used in the device itself, 

which turned out to have drawbacks. 

In [10], Min Zhao et al. reported on antiMalDroid. In this 

paper, the AntiMalDroid active learning framework for 

supporting vector machine-based malware detection is 

designed. A framework called Anti-MalDroid can find 

harmful applications on Android smartphones. Test results 

demonstrate the suggested approach's strong applicability  

and scalability on a range of common malware. 

Smartphones are becoming more and more widespread as a 

result of technological advancements in embedded systems 

and high-speed wireless communication networks. The 

authors contend that antiMalDroid is capable of identifying 

and preventing some known as well as some undiscovered 

malwares from operating on Android platforms. Future 

research will keep looking for more effective algorithms to 

cut down on time use. [16], [17] they investigated the 

concept of security using machine learning and deep 

learning methods for malware detection, as well as android 

malware detection with classification based on hybrid 

analysis and N-gram feature extraction. 

The research gaps identifies from the studied existing 

approaches are tabulated in the table 1. 

3. Proposed Methodology 

The proposed methodology aims to selects the best 

attributes to classify the malware attacks in the android-

based system. It has collected the dataset from the public 

repository known as “Kaggle”, which contains 215 

attributes and description of the attributes are presented in 

Table 1. Gaps Identified Using the Existing Approaches 

S. No Author Method Merits Demerits Accuracy 

1. M. Abhijith FNN Inference model is used, also uses 

sigmoid activation.  

Complex and slow execution. 89.59% 

2. Zarni Aung Crowdroid 
Chose k-means clustering, create a 

dataset from extracted features of 

Android applications. 

Smaller dataset is used,more features 

are need to be extracted. 

93.45% 

3. A.-D. 

Schmidt 

Artificial neural 

net- 

Work field-

programmable gate 

array 

 low computational cost because of 

pre trained model. 

Some more semantical features can 

be added so that for complex 

approaches. 

93% 

4. Justin Khan Androguard and 

one single SVM 

Can work in complex software, use 

of Mercer kernel. 

Didn’t perform classification 84.6% 

5. J. Todd 

Mcdonald 

Machine learning- 

rf and SVM 

4 machine learning algorithms in 

conjunction are used 

General-purpose algorithms are not 

recommended. 

81% 

6. İsmail 

Atacak 

CNN Low computational cost, uses 

adaptive neuro-fuzzy inference 

system 

Static analysis and dynamic analysis 

should be performed. 

92% 

7. Takamasa 

Isohara 

Kernel-base 

Behavior analysis 

Uses signature matching approach, 

can also detect the 37 different leaks. 

Takes more time, expensive 92.05% 

8. Anshul Arora Machine learning 3 level classification Same approach can’t be used for 

different malwares. 

93.75%. 

9. Mariam Al 

Ali 

Random forest System metrics are generated first, 

10-fold cross validation is used to 

evaluate. 

No security measures are suggested, 

didn’t address many malware 

attacks. 

95% 

10. Min Zhao Antimaldroid + 

SVM 

High detection rate, scalable Time consumption is more. 93% 

 

Table 2. Analysis on Malware Attributes 

S. No Attribute Type Count of Sub Types 

1 API Call Signature 73 

2 Commands Signature 06 

3 Intent 23 

4 Manifest Permission 113 

 Total 215 
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the table 2.  

A sample dataset which represents the storage of the values 

is projected in the figure 3 for the simple understanding  

 

Fig.  3.  A Sample description of the Dataset Storage 

Values 

The proposed model initially pre-processes the class label 

using the label encoder technique to convert it into 

numerical value which makes the algorithm to process the 

elements at faster rate. Out of the two encoding techniques, 

i.e., label and one hot encoding, the proposed model has 

chosen label encoding because one hot encoding increases 

the dimensionality of the dataset. Already, the existing 

dataset is high in dimension. So to reduce the complexity of 

the model marks the initially attacks of malware as 0 and 

high impact malware as 1.  

In order to select the features, the proposed model initially 

implements the fisher’s score to select the K best features in 

traditional wrappers method. This method computes the 

score of each attribute using (1). 

By default, K is assumed as 10 in the fishers score i.e, this 

model selects top 10 best attributes and this static selection 

doesn’t help for the efficient model designing because it is 

not true that for any attribute only top 10 attributes are 

sufficient. One can pass a dynamic value but choosing that 

random value is a brute force technique. The accuracy 

obtained using this approach is “79.03%.” So, the proposed 

model tries to implement recursive feature elimination of 

filter technique as another comparison model. 

3.1. Recursive Feature Elimination 

RFE is a wrapper-style feature selection algorithm. With 

order to help with the selection of features, a unique 

machine learning strategy is presented, used as the product's 

core, wrapped in RFE. Contrarily, feature selections made 

with filters give each feature a score before selecting the 

those with the best (or lowest) score. RFE attempts to 

identify a set of traits by efficiently removing variables one 

at a time until the appropriate number of variables is left, 

beginning with all of the characteristics in the training 

sample. To do this, the core model's machine learning 

algorithm is first optimised, the features are sorted 

according to significance, the least significant features are 

eliminated, and the model is then re-optimized. This method 

is done until a predetermined number of qualities remain. A 

decision tree or other method of calculating significant 

scores must be provided by the algorithm. Different 

algorithms may be employed in RFE; the approach that best 

fits the chosen features is not required. 

3.1.1. Procedure for Recursive Feature Elimination 

• Feature elimination from training data for feature 

selection using RFE is an effective method. 

• To achieve classification accuracy, RFE employs a tree 

structure and automatically chooses a number of features. 

The picked features are then fitted with a decision tree. 

• The library's most recent iterations include RFE. 

• RFE operates by commencing with all attributes in the 

training sample and exploring for a selection of those 

features. 

• In addition to using internal filter-based feature selection, 

RFE is a feature selection technique in the wrapper style. 

RFE is simple to set up and use. 

The proposed model selects 160 attributes as best using this 

recursive feature elimination in the forward direction. The 

accuracy obtained using this approach is “85.18%”. This 

computation is not suitable for the proposed model because 

the malware detection process doesn’t involve any 

computation of feature importance in the classification 

process. Utilization of RFE model sometimes makes the 

model to suffer from over-fitting because selection of 

unwanted attributes makes the likehood of these elements 

more on class labels. In general process of feature selection, 

RFE eliminates few features and reduces few features but 

that sub set generation is difficult to realize during the 

training process. So, the proposed model implements an 

embedded approach that combines the RFE with Non-linear 

Support Vector Machine by defining the best estimators 

using the cross-validation process. The model chooses non-

linear SVM because the data distribution in the android 

packages is unpredictable due to different malware attacks. 

The right chose of kernel helps the model to convert the 

complex structure to linear easily. 

3.2. Non-linear SVM algorithm 

Non-Linear SVM is applied to non-linearly segregated data, 

which indicates that a dataset is non-linear data if it cannot 

be classified using a linear graph, and a Non-Linear 

Classification technique is used to do so. The information or 

𝐹𝑖𝑠ℎ_𝐴𝑡𝑡𝑟[𝑖] =
∑ 𝐶𝑛∗∑ (𝑔_𝑚𝑒𝑎𝑛𝑖𝑗−𝑚𝑒𝑎𝑛𝑗)

2𝑘
𝑗=0

𝑛
𝑖=0

∑ 𝐶𝑛∗∑ 𝜎𝑖𝑗
2𝑘

𝑗=0
𝑛
𝑖=0

       (1) 
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vectors that are closest to the hyperplane and have the 

biggest impact on where it is placed are called support 

vectors. As a result of their support for the hyperplane, these 

vectors are known as support vectors. In order to find the 

line out of each class that is closest to the nearest point, the 

SVM approach is used. Support vectors are the names given 

to these points. What separates the vectors from the 

hyperplane is called the margin. This margin is to be raised 

by SVM. The best hyperplane is the one with the largest 

margin. When dealing with linearly organized data, the 

model can divide it using a straight line, but it cannot divide 

non-linearly organized data. As a result, the model has to 

include a new dimension to help it distinguish between these 

data values. For linear data, the system has employed the 

two dimensions x and y; therefore, for non-linear data, the 

system would add the three - dimensional object z. It can be 

calculated as z=x2+y2 

Any SVM method defines a hyperplane that clearly shows 

the distinction between negative and positive classes. It is 

very hard to work with the actual data, so the SVM 

algorithm computes the dot product two attributes using the 

kernel function. There are three types of kernels as shown 

in figure 4. 

Similarly, there is another parameter known as “C” that 

defines the strength of regularization plays crucial role in 

fitting the model to the data. Too much high or too much 

low value will adversely affects the model. Another 

parameter known as γ, represents the influence of single 

training record on the entire dataset. Lower the value, farther 

is the record from the hyper-plane and higher the value, 

closest is the record from the hyper-plane. To find the 

optimal values for these elements, the proposed model 

utilizes Grid Search optimization by checking all the 

possible combinations.  

 

Fig. 4.  Classification of Kernel Functions. 

After completion of the process, it has identified that RBF 

is best kernel, γ is 0.001 and C is 100 for reducing the 

dimensionality. The entire process is clearly represented in 

figure 5. 

Fig. 5.  Working of Proposed Model For Feature Selection 

4. Results and Discussion 

Figure 6 presents the ranking of each feature assigned by 

SVM algorithm in which presence of 1 represents that 

attribute is essential and any other value represents that it 

not essential. The model found that 89 attributes are 

important using this traditional SVM. The accuracy 

obtained in this approach is “92.64%”. 

 

Fig. 6.  Ranks Assigned by Traditional SVM Approach 

 

Fig. 7.  Selection of Attributes using Embedded SVM 

Algorithm 

Table 3. Features Selected Using Fisher’s score 

Attribute Number Attribute Name 

1 Transact 

2 onServiceConnected 

3 bindService 

4 attachInterface 

5 ServiceConnection 

6 android.os.Binder 

7 SEND_SMS 

9 Ljava.lang.Class.getMethods 

10 Ljava.lang.Class.cast 

11 Ljava.lang.Class.getField 
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Figure 7 presents the highest accuracy obtained by the 

embedded SVM model by choosing the minimum number 

of attributes. Using this approach with 74 attributes the 

model has got 95.58% accuracy, which is much better than 

traditional approaches. 

 

Fig. 8.  Accuracy Analysis between Existing & Proposed 

Approaches 

Figure 8 evaluates the effectiveness of the suggested model 

by comparing it to the accuracy levels attained by the current 

methods. It displays the X-axis for algorithm names and the 

Y-axis for accuracy metrics. Out of the existing approaches, 

the model has got more accuracy than deep learning as well 

as traditional bagging algorithms.  

 

 

 Fig. 9.  Analysis on Accuracy & Feature Selection 

Figure 9 presents the comparative analysis considered by 

proposed model by picking the different sub approaches of 

the traditional supervised feature selection techniques. Out 

of the approaches, even though fishers have 10 attributes by 

default, the proposed model has got correct attributes using 

the marginal analysis of the SVM. 

5. Conclusion 

Feature selection is a crucial processing step for the efficient 

classification of any machine learning approach. Feature 

selection for the supervised models can be done in three 

ways i.e., simplest and earlier approach is wrapper methods 

which is based on computation of score for each attribute. 

The computation makes the system as expensive because it 

involves local and global mean and standard deviations. 

Second easiest approach is RFE, which has the capability to 

generate subset in both forward and backward directions 

based on the entropy calculation. Generating more number 

of trees requires additional resources with high 

dimensionality datasets. To limit the decisions in tree 

generations, the proposed model has embedded SVM 

algorithm to RFE based on dataset utilized for malware 

detection. Since the distribution of data is unpredictable the 

tuning model projected that non-linear Radial Bias Function 

kernel with gamma value 100 is suitable for the integration 

process. This has reduced the attributes from 215 to 74 with 

high accuracy. Based on the separation in between feature 

and class label, the radial bias function takes the influence 

of the attribute into account. The significance of the feature 

is determined by the angular distance.  
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