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Abstract: Data outsourcing lowers the cost of maintenance and storage, but the user is unaware of the location of their data. Since cloud 

data is uncontrollable, new security issues must be addressed. Despite much research in the literature, there are still significant problems 

with secure storage and data integrity for shared dynamic data. Intending to solve these issues, this research develops a data security and 

integrity methodology that also allows for data loss recovery in the cloud using the efficiency of Machine Learning (ML) algorithms. 

When a cloud fails due to a disaster, an attack, or data loss and corruption, the data loss recovery process helps to recover the lost data 

and restore the cloud backup. 
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1. Introduction 

Cloud computing is a promising next-generation computing 

paradigm that primarily relies on technologies such as 

virtualization, and utility computing. The number of people 

accessing the internet has dramatically increased recently. 

To meet the needs of the users, a system with broad access 

and storage is necessary. Users may more efficiently store 

and share information online thanks to cloud technologies. 

People of cloud systems can access and distribute digital 

data across numerous users all over the world [1][2]. 

Additionally, users of cloud technology are able to import 

and export data through web-based object storage, which 

may contain sensitive data like employee profiles and 

company information. Even while the cloud offers a number 

of services and vast storage capacities, the security of data 

shared online is still susceptible to a number of threats, 

including brute force attacks and occlusion attacks [3][4]. 

The main threats to storage security are (i) modifying the 

stored data to compromise the data integrity (ii) 

compromising cloud users’ privacy by leaking user 

information, (iii) unauthorized access of stored data (iv) 

Losing part of data or whole data. (v) data update and 

consistency maintenance [5]. The traditional cryptographic 

technology could not be applied as the users lose their 

control of data storage. Moreover, it is a very tough job to 

verify the actual data using a verification strategy. Existing 

solutions should address these threats for efficient storage 

security [6][7]. Hence an efficient solution is required with 

the following issues such as data integrity should provide 

data loss recovery and ensure data consistency, and data 

confidentiality should protect the privacy of users and 

unauthorized access with the least storage overhead [8][9]. 

In order to use cloud computing, Cloud Service Providers 

(CSPs)are given control over physical data and equipment. 

The CSPs, however, are typically not reliable. To their 

advantage, they might hide data loss or inaccuracy from the 

users [10]. Besides, data from the CSP hosting client must 

be accessible and cannot be read or changed by 

unauthorised users [11].Numerous studies have been 

conducted to improve secure data sharing using key 

generation methods in order to address the problems with 

cloud computing. However, it has problems with 

authentication and trust between the data transmitter and 

receiver. The key cryptosystem occasionally takes a long 

time and may result in mistakes [12]. Later, an access 

control-based secure storage system is presented for safe 

cloud data sharing [13]. However, the problems with 

efficacy in terms of computing complexity and lengthy 

execution times persist [14].  

Researchers created a variety of ML techniques to improve 

cloud secure storage during transmission in an effort to 

resolve the problems. With the evolution of ML algorithms, 

plenty of research has been made to eradicate the cloud 

secure storage issues. Yet, the challenges remain as it needs 
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to be investigated more [15][16]. With this aim, this paper 

intends to present a novel ML algorithm to ensure data 

integrity via encryption and decryption of data with an 

optimized key selection procedure. The main contribution 

of this context is given as follows. 

• In general, cloud systems lack security for online data 

sharing. A novel technique is developed to ensure data 

integrity and loss recovery to increase security while 

utilising effective computational power. 

• To speed up calculation and increase security, an 

optimum key is first generated using Improved Harris 

Hawks Optimization (IHHO). 

• In order to ensure integrity, it is also necessary to 

guarantee the accuracy of data shared among the data. 

• Besides, the data loss tolerance is accomplished by 

applying to replacement recovery strategy via the Greedy 

approach. 

• Finally, the significance of the proposed model is 

verified through a comparative analysis with existing 

models. 

The rest of this article is structured as follows. Section II 

presents a brief description of the recent cloud secure 

storage systems and data integrity. The proposed 

architecture of the novel cloud secure storage systems with 

the optimization concepts is explained in Section III. 

Section IV dealsgive the obtained results and their 

experimentation details. Finally, Section V terminates the 

paper. 

2. Literature  

In 2021, Amr M. Sauber[17] developed a cloud data 

security scheme to prevent data from unauthorized user 

access. Besides, the unauthorized user identity was achieved 

by encryption and authentication processes. To safeguard 

users and data owners against any fictitious illegal access to 

the cloud, it was designed with the One-Time Password 

(OTP) as a logging approach and uploading technique. 

In 2018, Senthil Kumar, and Latha Parthiban[18] 

proposeddata integrity as well as data recovery approaches 

in the cloud. Here, the secure storage was accomplished by 

the layered architecture of the cloud with various blocks. 

Furthermore, a replacement recovery strategy was 

implemented to retrieve the data after failure or attack.  

In 2019, Paul R Rejinet al. [19] established a secure cloud 

storage model for data integrity as well as data recovery. 

The Cloud Data Owner (CDO)divided a ciphertext file into 

several cipher blocks and distributed them to randomly 

chosen CSPs. Moreover, a Cloud Data User (CDU) 

downloaded the corresponding ciphertext file after 

reconstructing it from the blocks in order to access any file. 

If the user's attribute set and the application's access policy 

were compatible, the file was decrypted. 

In 2017, Rongzhi Wang[20] developed asecure storage 

approach for data integrity as well as data recovery using 

encryption. In order to solve issues and recover lost data, 

the program used the boot password forthe data encryption 

problem. It also corrected the Tornado data redundancy 

code and used a hash keyed to the Tornado code with an 

error correction function to address the issues. 

In 2022, Rose Adee and HaralambosMouratidis[21] 

introduced a four-step data security scheme using 

encryption. Initially, the cloud data were protected via 

encryption processes and then followed by steganography, 

data recovery, and sharing. Eventually, it attained 

confidentiality and integrity for data in the cloud. 

A. Review 

From the literature, it is clear that plenty of research has 

been made on the secure cloud storage model. Some of the 

features and challenges of the existing methods are briefly 

described in this section. The various approaches used for 

secure cloud data storage attained a certain level of integrity 

and ensures loss recovery. The OPT strategy was used in 

[17] to confirm protection from unauthorized access yet, the 

experimentation was limited to prove the performance of 

the proposed system. Similarly, the approaches in [18] 

exposed minimized performance over the Advanced 

Encryption Standard (AES) model. The CDO and CDU 

model [19] exposed better data integrity performance but 

the loss recovery strategy results were limited in accuracy. 

The Tornado code encryption [20] model exposed improved 

results however, the process was highly time-consuming 

and the experimentation was difficult to implement. The 

four-step data security scheme [21] accomplished 

confidentiality and integrity still, the loss recovery scheme 

was not included. From this assessment, it clearly states that 

there is a need to implement effective secure cloud data 

storage systems with ML ideas and optimization concepts 

so as to assure optimal results and performance.  

3. A Novel Cloud Secure Storage Model 

B. Proposed Architecture 

Cloud platforms generally don't provide enough security for 

online data sharing. In order to strengthen security and 

recover from data loss, a novel technique is created that 

makes efficient use of computer capacity. At first, user IDs 

for each user from the access historyare created. When a 

DataOwner(𝐷𝑂),stores his data 𝒟in the database, the data 

𝒟are ready to be encrypted. Using IHHO, an ideal key is 

first created to expedite calculation and boost security.The 

most topical swarm-based optimization technique, called 

HHO, mimics Harris' hawks' surprise pounce nature when 

pursuing prey. HHO usually displays various exploitation 

and exploration methods. It has a straightforward structure 
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that varies with time, which helps the flow among the main 

stages.Besides, the correctness of data shared among the 

data must also be guaranteed in order to maintain integrity. 

Additionally, the replacement recovery strategy using the 

greedy approach is used to achieve data loss tolerance. In 

general, any algorithm that makes the locally optimal 

decision at each stage when solving a problem is said to be 

greedy.Finally, a comparison study with other models is 

used to demonstrate the significance of the suggested 

model.Fig. 1 represents the systematic depiction of the 

proposed work. 

 

 

Fig. 1. Systematic Depiction of Proposed Model 

Initially, the data is split into a secret sequence as 𝕊, and the 

datais to be encrypted 𝒟, and the converted sequence 

𝕊̅make up the three main processes of this model. A secret 

𝕊 is initially selected from the accessible sequence. Only the 

sender 𝐴 and recipient 𝐵 of the sensitive data𝒟 are aware of 

this secret 𝕊. Additionally, the secret 𝕊 is included in the 

data 𝒟,  

which turns into 𝕊̅. The altered sequence 𝕊̅ is now 

transmitted to the receiver 𝐵 by sender 𝐴 together with a 

collection of multiple codes. Together with 𝕊̅, the receiver 

𝐵 gets all the codes and processes them all. Once 𝐵has 

identified the precise 𝕊̅, it can decrypt the 𝕊̅ and obtain the 

data 𝒟. Additionally, the secure storage is constructed using 

three main stages, similar to traditional systems, including 

key creation, encryption of 𝐷𝑂, and decryption of 

DataUser(𝐷𝑈). However, the IHHO technique is used to 

optimize the key created for encryption and decryption. 

Here, the 𝐷𝑂uploads the data using the suggested structure 

for data sharing. Besides, the uploaded data are secured by 

an optimum key 𝒦 and encrypted using the suggested 

IHHO encryption. Thesuggested IHHOalgorithm generates 

the best key for encrypting the message converted into 𝕊̅. 

The framework authenticates the 𝐷𝑈when the end user 

requests the data retrieval by checking the 𝕊̅ from the owner 

level. The 𝐷𝑈can use his best key𝒦 to decrypt the secret 

data𝕊̅ after the data-sharing framework has retrieved the 

relevant data from the cloud. The 𝐷𝑈can get the 

unencrypted version of data 𝒟 from this decrypted data. The 

major three key stages are listed as shown in Fig. 2. 
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Fig. 2. The Major Three Stages of the Proposed Model 

Algorithm 1 shows the pseudocode of proposed encryption model. 

Algorithm 1: Encryption of data𝒟 using proposed data integrity model 

Encrypt the data 𝒟   // the data to be uploaded in the cloud 

                                 // the conversion of original data 𝒟 into secret sequence 𝕊 

Data is split into a secret sequence as 𝕊 

Encrypt the secret sequence as 𝕊 with the traditional AES algorithm 

For 𝐶 ← 1 to 𝑛(𝕊)    // 𝑛 points to number of blocks 𝐶 in secret sequence as 𝕊 

{ 

𝐶′ = 𝐸𝑛_𝐴𝐸𝑆(𝐶, 𝒦)   //AES encryption via optimal key 𝒦 using IHHO model 

} 

Send 𝕊̅ to cloud   // Encrypted data (altered sequence) 

End  

 

Algorithm 2 demonstrates the pseudocode of proposed decryption model. 

Algorithm 1: Decryption of altered sequence𝕊̅ using proposed data integrity model 

Decrypt the altered sequence 𝕊̅   // the data to be downloaded in the cloud 

 // the conversion of altered sequence 𝕊̅ into secret sequence 𝕊 

Convert 𝕊̅ into 𝕊 sequence 
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Decrypt the secret sequence 𝕊with the traditional AES algorithm 

For 𝐶′ ← 1 to 𝑛(𝕊)    // 𝑛 points to number of blocks 𝐶 in data 𝒟 

{ 

𝐶 = 𝐷𝑒_𝐴𝐸𝑆(𝐶′, 𝒦)   //AES encryption via optimal key 𝒦 using IHHO model 

} 

Send 𝒟 to cloud   // Encrypted data 

End  

 

C. Optimal Key Selection via IHHO 

Here, the optimal key is created using the IHHO algorithm. 

Generally, HHO [22] is used in the suggested procedure 

because of its effectiveness and ease of use. In HHO, 

various hawks work together to collaboratively pounce the 

prey in various directions as they investigate the chasing 

and fleeing behaviours of prey.The "seven kills" paradigm 

is the name given to the prey-capturing strategy. The Harris 

Hawks 𝐻 hunt the prey via 2 tactics like perch arbitrarily 

and wait (𝑟 < 0.5) or perch on tall trees (𝑟 ≥ 0.5). 

Population initialization of the HHO algorithm is given in 

Eq. (1), where 𝐻(𝜏 + 1) indicates the location vector of 𝐻 

in succeeding iteration𝜏, 𝐻𝑟𝑎𝑏(𝜏)specifies the rabbit 

location, 𝐻(𝜏) signifies the present location vector of 𝐻, 

𝑞1. 𝑞2, 𝑞3, 𝑞4 and 𝑟 points to an arbitrary number in (0,1), 𝑙𝑏 

and 𝑢𝑏 mean lower and upper limits, 𝐻𝑟𝑎𝑛𝑑(𝜏)represents 

arbitrarily chosen 𝐻, 𝐻𝑐  portrays the average location of 𝐻. 

𝐻(𝜏 + 1) =

 {
𝐻𝑟𝑎𝑛𝑑(𝜏) − 𝑞1|𝐻𝑟𝑎𝑛𝑑(𝜏) − 2𝑞2𝐻(𝜏)|                 (𝑟 < 0.5)

(𝐻𝑟𝑎𝑏(𝜏) − 𝐻𝑐(𝜏)) − 𝑡3(𝑙𝑏 + 𝑞4(𝑢𝑏 − 𝑙𝑏))     (𝑟 ≥ 0.5)

   (1) 

The average location of 𝐻 is accomplished using Eq. (2), in 

which 𝐻𝑖(𝜏) specifies the position of every 𝐻 in 𝜏, and 𝑛 

refers to the overall 𝐻 count. 

𝐻𝑎(𝜏) =
1

𝑛
∑ 𝐻𝑖(𝜏)𝑛

𝑖=1     

     (2) 

Normally, a prey’s energy minimizes while escaping and 

this effect is expressed in Eq. (3), in which 𝜀 signifies the 

prey’s escaping energy, Τ portrays iteration count, and 𝜀0 

represents the initial energy between (−1,1). Besides, if 

|𝜀| < 1, then the exploitation stage begins whereas if |𝜀| ≥

1, then the exploration stage begins.  

𝜀 = 2𝜀0 (1 −
𝜏

Τ
)     

     (3) 

If (𝑞 ≥ 0.5)&(|𝜀| ≥ 0.5), then it is soft besiege of 𝐻 to 

implement the surprise pounce as given in Eq. (4), and (5), 

in which ∆ 𝐻(𝜏) points to a difference between rabbit 

location and present location vector, 𝐿 indicates the rabbit’s 

arbitrary jump strength and is explained in Eq. (6), where 𝑞5 

is an arbitrary number in (0,1). 

𝐻(𝜏 + 1) = ∆ 𝐻(𝜏) − 𝜀|𝐿𝐻𝑟𝑎𝑏(𝜏) − 𝐻(𝜏)|  

    (4) 

∆ 𝐻(𝜏) = 𝐻𝑟𝑎𝑏(𝜏) − 𝐻(𝜏)    

     (5) 

𝐿 = 2(1 − 𝑞5)     

     (6) 

If (𝑞 ≥ 0.5)&(|𝜀| < 0.5), then it is hard besiege of 𝐻 to 

implement the surprise pounce while the rabbit has low 𝜀 as 

stated in Eq. (7). 

𝐻(𝜏 + 1) = 𝐻𝑟𝑎𝑏(𝜏) −  𝜀|∆ 𝐻(𝜏)|   

    (7) 

If (𝑞 < 0.5)&(|𝜀| ≥ 0.5), the rabbit possesses adequate 𝜀, 

and a soft besiege is performed as shown in Eq. (8). 

𝑍 = 𝐻𝑟𝑎𝑏(𝜏) − 𝜀|𝐿𝐻𝑟𝑎𝑏(𝜏) − 𝐻(𝜏)|  

     (8) 

Asymmetrical, fast, and abrupt dives of 𝐻 are performed to 

hunt the prey based on Levy Flight (LF) pattern when 𝐻 

notices the prey implement deceptive moves as portrayed in 

Eq. (9), in which 𝐺 denotes dimension, and 𝑅 represents an 

arbitrary vector of (1 × 𝐺). 

𝑉 = 𝑍 + 𝑅 × 𝐿𝐹(𝐺)    

     (9) 

Eq. (10) shows the 𝐿𝐹 expression, in which 𝑎, 𝑏, ℎ indicate 

the arbitrary numbers and 𝛼 represents a constant of 1.5. 

 𝐿𝐹(ℎ) = 0.01 ×
𝑎×𝜎

|𝑏|
1
𝛼

, 𝜎 = (
Γ(1+𝛼)×sin(

𝜋𝛼

2
)

Γ(
1+𝛼

2
)×𝛼×2

(
𝛼−1

2 )
)

1

𝛼

 

             (10) 

The last soft besiege position update is applied as defined in 

Eq. (11), in which the 𝑍 and 𝑉 are obtained from Eq. (8) 

and (9). 
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𝐻(𝜏 + 1) = {
𝑍   𝑖𝑓 𝑓(𝑍) < 𝑓(𝐻(𝜏))

𝑉   𝑖𝑓 𝑓(𝑉) < 𝑓(𝐻(𝜏))
  

             (11) 

The last hard besiege position update is applied as given in 

Eq. (12), in which the 𝑍 and 𝑉 are obtained from Eq. (13) 

and (14). 

𝐻(𝜏 + 1) = {
𝑍   𝑖𝑓 𝑓(𝑍) < 𝑓(𝐻(𝜏))

𝑉   𝑖𝑓 𝑓(𝑉) < 𝑓(𝐻(𝜏))
  

             (12) 

𝑍 = 𝐻𝑟𝑎𝑏(𝜏) − 𝜀|𝐿𝐻𝑟𝑎𝑏(𝜏) − 𝐻𝑐(𝜏)|  

             (13) 

𝑉 = 𝑍 + 𝑅 × 𝐿𝐹(𝐺)    

             (14) 

At this point, the traditional HHO is improved by replacing 

the last hard besiege position update in Eq. (12) witha new 

position update in Eq. (15). 

𝐻(𝜏 + 1) = {
𝑍   𝑖𝑓 𝑓(𝑍) < 𝑓(𝐻(𝜏))

𝑉   𝑖𝑓 𝑓(𝑉) < 𝑓(𝐻(𝜏))
  

             (15) 

Hither, the 𝑉 is attained based on Euclidean distance among 

𝐻 of every iteration using Eq. (16), where 𝑋 =

 𝑥1, 𝑥2, … 𝑥𝑛), and 𝑌 =  𝑦1 , 𝑦2, … 𝑦𝑛). 

𝑉 = ∑ (𝑥𝑖 − 𝑦𝑖)2 × 𝐻𝑖(𝜏)𝑛
𝑖=1    

             (16) 

Here, 𝐻 is the candidate solution, which is the optimal key 

𝒦 attained for the data encryption and decryption 

processes. Using IHHO, the optimal key 𝒦 is created. 

D. Replace Recovery Strategy via Greedy Approach 

The recovery process [23] substitutes an algorithm to 

recover lost data in the cloud due to disaster, attack, or 

system crash. All servers store the directory information.In 

order to replace the files from servers that were destroyed, 

the proposed system uses directory information. According 

to this system's streamlined recovery model, there is a 

recovery solution that has precise parity symbols needed to 

regenerate lost data symbols for every server crash. Besides, 

a replacement recovery strategy with high computational 

efficiency aims to recover from a single disc failure with the 

least amount of read symbols.The loss of a cloud server's 

data is recovered using the replace recovery procedure. The 

data that is kept on the failing server is restored via this 

approach. This replacement recovery method has a number 

of goals, including efficient operation in search and 

recovery and adaptability to varied network systems. As a 

result, this method discovers a polynomial-complex 

recovery strategy. The primary server in this operation can 

house each server's directory querying data. The data are 

received from servers in accordance with the replace 

recovery technique method. 

 This method offers the best cloud efficiency. A greedy 

approach is a mathematical technique that determines which 

subsequent step will yield the most glaring benefit in order 

to find straightforward, straightforward solutions to 

complex, multi-step problems.Greedy techniques function 

by building a set of objects iteratively from the fewest 

feasible component pieces. Recursion is a method of 

problem-solving where the answer to one problem relies on 

the answers to other, smaller versions of the same problem. 

The benefit of adopting a greedy approach is that simpler 

and easier-to-understand solutions are found for smaller 

instances of the problem. While the recovery solution 

is immediately identified, the main goal is to reduce the 

amount of data read from the remaining discs for recovery 

and, consequently, the overall length of the recovery effort. 

In order to maximise the recovery solution, the replacement 

recovery technique proposed in this research employs a hill-

climbing (greedy) strategy.It begins with a workable 

recovery solution and gradually replaces it with a minimum 

data-intensive alternative. 

4. Simulation Results 

E. Experimentation Setup 

The proposed secure cloud data storage systemusing the 

IHHO approach was implemented in MATLAB on Intel 

core® core i3 processor 7020U@2.3 GHz, 8 GB RAM, 64-

bit operating system. Here, the efficiency and novelty of the 

implemented model were recorded via the simulation 

results.With varying data sizes between 1 MB and 5 MB, 

plain text was arbitrarily chosen for data transmission. 

Additionally, the size of the generated cipher text for each 

input plaintext was assessed in order to determine the total 

execution time. The effectiveness of the suggested model 

was evaluated using different encryption approaches, 

including, Advanced Encryption Standard (AES) [24], Data 

Encryption Standard (DES) [25], Grey Wolf Optimizer 

(GWO) [26],and Particle Swarm Optimization (PSO) [27] 

models. Here, the evaluation was implemented through 

various performance parameters such as execution time and 

throughput.  

F. Algorithmic Analysis 

The proposed secure cloud data storage systemusing the 

IHHO approach attained better performance in terms of 

accuracy and throughput over other encryption techniques. 

Fig. 3 depicts the accuracy performance of the proposed 

IHHO encryption model for 1 MB to 5 MB of data 𝒟. The 

proposed framework is a collection of measurements that is 

a proximate measurement of the exact values used to test 

the accuracy of the model's dependability. Additionally, it is 

the attribute of being accurate or exact. Accuracy refers to 

the extent to which an achieved specification complies with 

a reference value. Now, accuracy 𝐴𝑐𝑐 of the encrypted and 

decrypted data is measured by the formula given in Eq. 
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(17), in which 𝐶𝐷 refers to the correct data transmitted and 

𝑇𝐷 specifies the total data transmitted.  

𝐴𝑐𝑐 =
𝐶𝐷

𝑇𝐷
     (17) 

Here, the proposed framework accomplished better 

accuracy performance for all data sizes, which is 5.86% 

better than DES, 4.73% better than AES, 3.09% better than 

PSO, and 1.44% improved than GWO for 1 MB of data 𝒟.

 

Fig. 3. Accuracy Performance of Implemented IHHO Encryption Model vs other Existing Models 

Execution time is usually the fraction of the time necessary 

to accomplish a task. Besides, it is computed based on the 

total computation time of cloud data transmitted on the 

cloud to the overall time needed to encrypt and decrypt the 

data 𝒟 in the cloud. Fig. 4 represents the execution time of 

implemented IHHO encryption model over other existing 

models for 1MB to 5 MB of data. Hither, the proposed 

IHHO model attained better results which is better than the 

other conventional models. The execution time of the 

proposed IHHo model is less than one second for all 1 MB 

to 5 MB of data GWO performed well next to the IHHO 

model however, the IHHO model reached minimized 

computation time.  

 

Fig. 4. Execution Time of Implemented IHHO Encryption Model vs other Existing Models 

The encryption process takes time because the data 

is transformed into a secret code that conceals its true 

intent. Encryption time refers to the amount of time needed 

to transform secret codes.The throughput of the encryption 

operation can also be calculated using encryption time. 

Total plaintext encryption divided by encryption time is 
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used to calculate encryption time. Fig. 5 portrays the 

encryption time taken by the proposed IHHO model over 

the other models. Here, the proposed IHHO model 

achieved improved performance which is far better than 

other methods since it takes less than 0.5 seconds for data 

of 1MB to 4MB and 0.6seconds to 5MB of data whereas 

GWO comes next to IHHO still required 3 times more 

encryption time than IHHO.  

 

Fig. 5. Encryption Time of Implemented IHHO Encryption Model vs other Existing Models 

Decryption, which is primarily a reverse demonstration of 

encryption, is the process of restoring encrypted material to 

its original state.Additionally, as decryption requires a 

secret key, only users with permission can decrypt 

encrypted data. Decryption time is also the typical amount 

of time required to open encrypted files or data. Fig. 6 

illustrates the decryption time required to decode the 

encrypted data for the proposed IHHO model and other 

models. Herein, the proposed IHHO model required less 

than 0.5 seconds for all data ranges such as 1MB to 5 MB 

which is far better than other conventional models.  

 

Fig. 6. Decryption Time of Implemented IHHO Encryption Model vs other Existing Models 

The higher throughput of the suggested paradigm is what 

determines its effectiveness. Performance is improved by 

throughput levels that are higher. The original data 

size 𝐷𝑠and the execution time 𝐸𝑡are used to assess the 

throughput 𝑇 for the encryption approach as demonstrated 

in Eq. (18). 

𝑇 =
𝐷𝑠

𝐸𝑡
    (18) 
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Fig. 7 shows the throughput performance of the proposed 

IHHO model over other traditional models. The proposed 

model attained improved throughput which is 9.23%, 

7.18%, 5.12%, and 3.56% improved than DES, AES, PSO, 

and GWO respectively for 1 MB of data. Similarly, the 

proposed IHHO outruns all other methods for other data 

sizes. From this investigation, it is obvious that the 

proposed IHHO key selection process helps to accomplish 

improved encryption and decryption processes. 

    

Fig. 7. Throughput Performance of Implemented IHHO Encryption Model vs other Existing Models 

5. Conclusion 

This paper introduced a revolutionary method that 

effectively utilized computer capacity to bolster security 

and recoup data loss. Each user's user ID from the access 

history was initially formed. The data 𝒟were prepared to be 

encrypted when a 𝐷𝑂 stores them in the database. An ideal 

key was initially produced using IHHO to speed up 

calculations and increase security. The most popular 

swarm-based optimization method, known as HHO was 

employed to attain an optimal key selection 

process.Additionally, in order to maintain integrity, the 

accuracy of data shared among the data must also be 

assured. To achieve data loss tolerance, the 

replacementrecovery strategy utilising the greedy approach 

was also applied. The importance of the proposed model 

was then shown through a comparison study with other 

models concerning accuracy and throughput. The proposed 

framework accomplished better accuracy performance for 

all data sizes, which was 5.86% better than DES, 4.73% 

better than AES, 3.09% better than PSO, and 1.44% 

improved than GWO for 1 MB of data 𝒟. Similarly, the 

proposed model attained improved throughput which is 

9.23%, 7.18%, 5.12%, and 3.56% improved than DES, 

AES, PSO, and GWO respectively for 1 MB of data. Thus, 

the proposed model proved its efficiency and significance in 

secure cloud data storage systems. 
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