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Abstract: Due to the emergence of medical applications, skin cancer is considered as one of the most common types of disease. Though, 

the occurrence of melanoma is seen in the form of cancer, it is complex to predict. When the lesions are found in the early phases, the 

survival rate of the patient may be increased. But, the existing automated models highly rely on the hand-crafted features and it is a 

complex process. Hence, this work aims to detect the multi-class of skin cancer using a deep learning (DL) model. The major processes 

like hair removal, optimal segmentation, feature extraction and classification processes are carried out. Initially, the hair removal process 

is carried out in the pre-processing stage. Then, for segmenting the affected region, optimal fuzzy clustering (OFC) is carried out. Finally, 

the enhanced DL model hybrid Inception-Residual network (Hybrid I-R network) is used for extracting and classifying the three stages 

of skin cancer. The Hybrid I-R network is the integration of an Inception-Residual network and dense network. The overall evaluation is 

carried out on the ISIC dataset and 5-fold cross-validation is carried out. The performances of the proposed hybrid model are compared 

with the other existing models and achieved better accuracy, recall and precision of 99.78%, 99.12% and 98.9% respectively. This shows 

that this model is more robust and reliable and efficiently utilized in skin cancer classification. 
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1. Introduction 

In the world, skin cancer is considered as one of the fast 

growing diseases and it mainly occurs due to the ultra-

violet radiation [1]. There are four types of skin cancer; 

they are Melanoma, solar keratoses, Basal cell carcinoma 

(BCC), and Squamous cell carcinoma (SCC). Melanoma 

is one kind of malignancy that initiates from melanocytes 

located in the epidermis of skin [2-5]. When compared to 

Squamous cell carcinoma and solar keratosis, melanoma 

is the most harmful one. According to the report of the 

dermatologist, when melanoma is identified in the initial 

stages, there is a 95% feasibility of curing it [6]. Human 

skin has three types of tissues like dermis, hypodermis 

and epidermis. The epidermis ha melanocyte and it 

produces melanin at a high rate. The abnormal growth of 

melanocytes develops melanoma.  

According to the report of the world health organization 

(WHO), skin cancer is the third leading cause of death. 

In the United States, nearly 5.6 million people are 

affected due to this disease. In Europe, nearly 1 lakhs 

melanoma affected people are reported per year. 

Treatment and skin cancer detection are traditionally 

performed by visual inspection and manual analysis and 

biopsy. This manual detection by dermatologists are 

error prone, time consuming and complex. This is 

because of the complicated nature of skin cancer images 

[7]. Even though, the biopsy is one of the easiest models 

for diagnosing cancer; however the procedure is 

unreliable and complex. Recently, non-invasive devices 

help assist dermatologists use dermoscopic and 

macroscopic images. The dermoscopic images have high 

resolution and it is obtained from deep skin structures 

visualization. Generally, macroscopic images have less 

resolution and quality since they are obtained by mobiles 

and cameras [8-11]. 

     The early diagnosis of skin cancer may increase the 

survival rate of the patients. The major challenge of 

dermoscopy is the need for extended training. In the last 

two decades, various kinds of computer aided diagnosis 

(CAD) models are introduced for identifying skin cancer 

[12]. CAD models assist in extracting more useful 

features from the images. Generally, CAD model has the 

stages like pre-processing, segmentation, extraction of 

features and classification. Every process has a 

significant impact on the performance of the entire CAD 
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model [6]. Hence, an efficient model must be used in 

every process for achieving better performance in 

diagnosis.  

Recently, the artificial intelligence (AI) has been widely 

utilized in disease diagnosis. Traditionally, the computer 

vision models are mainly utilized as the classifier for 

extracting more features like shape, texture, size and 

color for detecting cancer [13]. This type of machine 

learning (ML) needs more time for the accurate 

detection. Further, their performance is based on the 

features selected that show the lesions parts [14]. The 

traditional classification models used for the skin cancer 

are artificial neural network (ANN), K-nearest neighbor 

(KNN) and support vector machine (SVM). Recently, the 

deep learning (DL) models have shown remarkable 

success in the analysis of skin cancer. The DL models 

like deep neural network (DNN), convolutional neural 

network (CNN), ResNet, long short term memory 

(LSTM) and InceptionNet are used in the healthcare field 

for detecting the cancer cell [15]. The existing research 

works failed to classify the multi-classes in skin disease 

classification. The major objectives of the research are: 

➢ To introduce various pre-processing and 

segmentation procedures for improving the training 

performance. 

➢ To carry out the optimal segmentation using fuzzy 

C means clustering (FCM) with enhanced squirrel 

search optimization (ESSO). 

➢ To introduce a hybrid Inception-Residual network 

(Hybrid I-R network) for extracting and classifying 

the three stages of skin cancer. 

➢ To validate the performance of the proposed hybrid 

model with other models on the ISIC dataset.  

The rest of the research work is sorted as follows: 

Section 2 is the recent related works based on skin 

cancer disease classification. Section 3 presents the 

proposed skin cancer disease classification with the 

mathematical description, Section 4 is the results and 

discussions, and the entire work is concluded in Section 

5. 

2. Related Works 

Some of the recent research work is discussed in this 

section with their performance achievements. 

Chaturvedi et al. [16] presented an automated MCSC 

(multi-class skin classification) using five pre-trained 

CNNs and four ensemble approaches. The 

experimentation was carried out on the HAM10000 

dataset and achieved better accuracy of 93% for the 

individual approaches and better accuracy of 92.8% for 

the ensemble approach. Finally, it was concluded that 

ResNeXt101 was more suitable for MCSC because of its 

optimized model and ability to attain better accuracy.  

   Ali et al. [17] presented an enhanced model for the 

classification of skin cancer using DCNN with transfer 

learning (TL) models. Initially, the filtering was applied 

for removing noise, the images were normalized and 

features were extracted. Finally, data augmentation 

process was used for increasing the classification 

accuracy. This model was carried out on HAM10000 

dataset and achieved higher accuracy of 93.1%.  

Sedigh et al. [18] presented the CNN model for detecting 

skin cancer on the ISIC dataset. Then, for compensating 

the lack of data during the training process, the DL 

model GAN (Generative Adversarial Networks) was 

used for producing the synthetic images. The 

experimentation was carried out with and without 

synthetic images and achieved better accuracy of 71% 

(with synthetic images) and 53% (without synthetic 

images).  

Garg et al. [19] presented a decision support model to 

detect and classify skin cancer using the HAM-10000 

dataset. The major aim of the work was to identify skin 

cancer and classify the various stages using CNN. The 

noise was removed and image resolution was enhanced 

and the image count was enhanced by the image 

augmentation process. Finally, transfer learning (TL) 

was used for increasing the accuracy in classification. 

This model achieved better F1 and precision of about 

0.77 and 0.88 respectively. 

Kumar et al. [20] presented a differential evolution (DE) 

based ANN model for the detection of skin cancer. 

Initially, different filters were utilized for enhancing the 

image attributes. Then, the color and texture features 

were extracted and classified. The experimentation was 

carried out on PH2 and HAM-10000 datasets. This 

model achieved better accuracy and sensitivity of 97.4% 

and 90%.  

Mijwil [21] presented three DL models like VGG19, 

ResNet and InceptionNet models to classify the cancer as 

malignant or benign. The performance was carried out on 

ISIC dataset and the InceptionV3 model was considered 

the best model. This model achieved better accuracy and 

precision of 86.9% and 87.4%. Zhang et al. [22] 

presented a diagnosis of skin cancer on the basis of 

optimized CNN. Then, the Levy flight based whale 

optimization algorithm was used for optimizing the 

weights of CNN. The experimentation was carried out on 

the Dermquest dataset and applied ten different models. 

This model proved that this model segmented the lesions 

and also detected lesions with artifacts.  

Amin et al. [23] presented deep features to localize and 

classify the skin cancer. Initially, the images were 

resized; bi-orthogonal wavelet and Otsu were used for 

segmenting the images. Then the DL models like 
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VGG16 and AlexNet were fused and the features were 

selected by PCA (Principle Component Analysis) and 

benign and malignant classes were classified. Afza et al. 

[24] presented the hybrid feature selection and 

classification using ELM (extreme learning machine). 

Here, the input images were enhanced and the features 

were selected using whale optimizer. Finally, ELM was 

used for classification and the experimental results were 

evaluated on the ISIC and HAM10000 datasets. 

Raju et al. [26] presented clustering based model for skin 

disease classification. Here, the skin diseases like 

paederus, melanoma, benign, herpes and psoriasis were 

considered. The lesions were segmented using the fuzzy-

set model. Then, the color, shape and texture features 

were extracted. Finally, the SVM with BWO (black 

widow optimization) was used for classifying the lesions. 

The experimental analysis was carried out in the ISIC-

2018 dataset and achieved better accuracy of 92%. 

Karthik et al. [27] developed EfficientNetV2 with ECA 

(Efficient Channel Attention) for the skin cancer 

diagnosis. Here, the lesions like melanoma, psoriasis, 

acne and actinic were classified. This existing model 

analyzed approximately 16M variables for classifying 

the disease and the overall accuracy achieved was 

84.7%.  

Melbin et al. [28] developed automatic skin disease 

classification by diverse features and IGWO (improved 

grey wolf optimizer). For segmenting the lesions, 

circular kernel and morphological operations were 

carried out. The features were extracted by ABCD 

(asymmetry, border, color and differential structures). 

Finally, the SVM was utilized for classification and 

achieved the accuracy of 97%.  

It is observed from the existing works that most of works 

were relied on the hand-crafted features like GLCM and 

LBP. Further, the segmentation using the clustering and 

conventional segmentation approaches is not efficient in 

segmenting the lesions. Hence, there is a need of 

approach which provides optimal segmentation and 

classification of images with relying on the hand-crafted 

features.  

3. Proposed Methodology 

Melanoma is one kind of skin disease and it can be 

treated when it is identified in the initial stage. This 

research work aims to provide a multi-class skin cancer 

detection model which enhances the accuracy and speed 

of the diagnosis. The following section shows the 

working process of the proposed skin cancer 

classification model. In this work, the CAD based DL 

model is used for the automatic lesion classification. The 

major aim of the work is to extract and classifies the 

three stages of cancer on the benchmark ISIC 2019 

dataset. Figure 1 represents the architecture of the 

proposed multi-skin cancer classification model. Here, 

initially, input images are acquired from the ISIC dataset, 

and then the hair removal process is carried out in the 

pre-processing. Finally the optimal segmentation is 

carried out by FCM-ESSO and the features are extracted 

and classified using HDIRN. 

Input skin 

image

Hair removal

Segmentation

FCM

ESSO

Feature extraction and 

classification

Hybrid I-R Network

Skin cancers  

Fig 1: Architecture of the proposed multi-skin cancer classification model 
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3.1 Dataset acquisition 

The dataset utilized in this work is obtained from the 

ISIC 2019 [25] (International Skin Imaging 

Collaboration) from the Kaggle website. In this work, 

25331 images of 8 classes are utilized. They are BCC, 

AK (actinic keratosis), BK (benign keratosis), 

melanoma, vascular lesion (VL), SCC and MN 

(melanocytic nervus). The sample images of ISIC 2019 

dataset are given in Figure 2. 

    

BCC AK BK melanoma 

   

 

VL SCC MN  

Fig 2: Sample images of ISIC 2019 dataset 

3.2Pre-processing 

The pre-processing of the images is the essential stage 

when dealing with complicated skin images. Initially, the 

hair removal process is used to remove hair from the skin 

images. The input RBG images are converted into 

grayscale image and morphological blackhat operation is 

performed. It is used for increasing the skin lesion 

images that have fine hair which is darker that the 

surface and lighter that the structured element. Then the 

fine hair contour’s intensity is improved by thresholding 

image. Finally, a clear image without the hair is obtained 

and it is given in Figure 3.  

 
   

    

Fig 3: Hair removal process in the ISIC dataset 

3.3 Optimal segmentation 

In this work, for segmenting the skin lesions, optimal 

clustering process is carried out FCM. Here, the optimal 

cluster centers are identified by the ESSO. 

FCM: The FCM is unsupervised clustering and here 

every data points M show the single partition. The 

cluster centers ld  are computed by: 
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ESSO begins with the randomized initial position of 

flying squirrels )( sF  and its position is indicated using 

the vector in the dimensional space (dim) . Thus, the 

sF can slide in 1D, 2D and 3D space. The mathematical 

representation of the weight updation using ESSO is 

discussed in the following section: 

Random initialization: let us consider m number of sF

in forest and position of 
thj sF is represented using the 

vector. The position of every sF is indicated by the 

below matrix: 
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An uniform distribution is utilized for allocating the 

initial position of every  sF in forest and it is given as: 

)()1,0( slsuslsj FFUFF −+=           (4) 

where slF  and suF are the lower and upper limits of 
thj

sF . 

Evaluating fitness: The fitness of position for every sF is 

computed using solution vector into the fitness function 

of user. 
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Generating new positions: there are three stages happen 

during the foraging of  sF . In every situation, it is 

considered that without predator, sF slide and find 

effectively over the forest for the likely food. However, 

the predator’s presence creates it careful and is forced to 

search the hiding position. These three stages are 

mathematically given as: 

Stage 1: sF which are on oaknut trees sotF move to 

hickory tree 
t

shtF . In this stage, the new position of 

squirrels is given as: 

( )




 −+

=

+

+

elsewherepositionrandom

PRandFFSdF
F

pr

t

sot

t

shtcs

t

sott

sot

11

1

       (6) 

where sd is the random sliding distance, cS gliding 

constant, 1Rand is the random number and prP is the 

probability of predator.  

Stage 2: sF which are on normal trees sntF  move to

sotF  for fulfilling the regular energy requirements. In 

this stage, the new position of squirrels is indicated as: 
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Where 2Rand is the random number. 

Stage 3: The squirrels on the sntF and already consumed 

sotF  move to 
t

shtF for storing the nuts in hickory and it 

is represented by: 
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Where 3Rand is the random number. 
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Flight of sliding: The sliding of sF is estimated using 

equilibrium slide in which total of lifting L and dragging 

D generates the resulting force R . It is represented as: 

tan

1
=

D

L
       (9) 

Relocating to new area: For enhancing the exploration 

capacity of the optimizer, the random relocation of some 

sF  which are not explored the optimized food source. It 

is given as: 

))(( slsuslsnt FFnLevyFF −+=
       

(10) 

where )(nLevy is the levy’s flight operation utilized to 

explore the search space, suF  and slF are the upper and 

lower limits. In this work for enhancing the exploitation 

capacity of the optimizer, the improved predator is 

included and it is expressed as: 
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where maxprP and minprP are the maximum and 

minimum value of improved predator. Algorithm 1 

defines the pseudocode for segmentation using FCM-

ESSO.

 

Algorithm 1: Pseudocode for segmentation using FCM-ESSO 

Input: pre-processed images, n  and number of cluster 

Output: Optimal cluster centers 

Identify ld and ilv , using Equations (1) and (2) 

initial position of every  sF in forest is identify by Equation (4) 

Evaluating fitness using Equation (5) 

      while )max_ itert   

        When prPRand 1  

           ( )t

sot

t

shtcs

t

sot

t

sot FFSdFF −+= ++ 11
 

             else 

                 positionrandomF t

sot =+1
 

             end 

             end 

          When prPRand 2  

               ( )t

snt

t

sotcs

t

snt

t

snt FFSdFF −+= ++ 11
 

             else 

               positionrandomF t

snt =+1
 

           When prPRand 3  

             ( )t

snt

t

shtcs

t

snt

t

snt FFSdFF −+= +1
 

             else 

                 positionrandomF t

snt =+1
 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(2), 810–822 |  816 

              end 

              end 

 Determine the exploration capacity using Equation (10) 

Determine the exploitation capacity using Equation (11) 

             end 

 

Figure 4 shows the (a) sample of input images and (b) 

segmentation using FCM-ESSO. It is observed from the 

Figures that the tumor regions are segmented correctly 

by the proposed FCM-ESSO.  

   
 

(a) 

    

(b) 

Fig 4: Qualitative analysis of (a) sample of input images and (b) segmentation using FCM-ESSO 

3.4 Feature extraction and classification 

Hybrid Inception-residual (I-R) network: This network 

has residual connections for the blocks of inception. 

There are three kinds of blocks in this network and they 

are described as follows: 

➢ Stem layer: The input of the pre-processed skin 

images are given as input to this block and it carries 

out three 3x3 convolutions. The last stem layer is 

generated using 3 inception layers. The initial and 

third inception layer has 2 trails with maxpooling 

and 3x3 convolutions. Further, the second layer has 

2 trails with 1x1 and 3x3 convolutions. 

➢ Inception-ResNet (I-R) block: In the inception 

blocks, the residual connections are provided for 

avoiding vanishing issues. I-R V2 exploits three 

kinds of I-R blocks. I-R-A block has three trails 

with 1x1 and 3x3 convolutions. I-R-B and I-R-C 

has 2 trails. These two block have same 

convolutions but the size of convolutional filter is 

different. 

➢ Reduction layer: It utilizes pooling and 

convolutional trails to reduce the features. 

Reduction A layer has 1 maxpooling layer and 2 

convolutional trails. Reduction A layer has 1 

maxpooling layer and 3 convolutional trails.  

Further, for improving the performance of the system the 

network I-R is integrated with the dense network. That is 

this network is placed between the I-R and softmax 

layer. This network has 3 dense layers; the initial 2 dense 

layers has 2,048 neurons and the final layer has 1,024 

neurons. Every dense layer has leaky ReLU (LReLU) 

(regularized linear unit) and dropout layer. Here, the 

dropout layer is used for reducing the overfitting issue. 

Figure 5 presents the structure of Hybrid I-R network 

which is the integration of I-R network and dense 

network. It has one stem layer, five I-R-A, ten I-R-B and 

five I-R-C. Further, it has 1 reduction-A and 1 reduction-

B. The output from the five I-R-C is given to the 

flattened layer and dense network. The integration of 

dense layers enhances the performance of classification. 

The weights of ImageNet are initialized in the hybrid I-R 

network and the learning parameters are discarded for 

reducing the training time.  
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Fig 5: Structure of Hybrid I-R network 

The stages to develop the proposed Hybrid I-R network 

are given below: 

Stage 1: Initially, the input image size of I-R V2 is 

256x256x3 and it produces 6x6x1536 feature maps. 

Stage 2: This multi-dimensionality feature map is 

flattened for generating a 1D vector with the 1024 

features. 

Stage 3: At last, a softmax layer having 3 neurons is used 

for classifying BCC, melanoma and SCC. 

In dense layers, the ReLU is utilized as an activation 

function but the negative process of this activation is 0. 

Hence, in this work, LReLU is integrated with every 

dense layer and it is given as: 








=

0

0
)(

ywherey

ywherey
y


             (1) 

LReLU permits negative process and it is given in 

Equation (1). In this work, the 3.0= is considered for 

every dense layer for preserving a negative part.  The 

loss function used in this work is cross entropy (CE) and 

it is expressed as: 

)(

1

)( log k
M

j

k

CE jj
yeL 

=

−=             (1) 

where 
)(k

j
e is the output vector and 

)(k

j
y is the 

thm class 

output vector. 

4. Results Analysis 

This section presents the experimental analysis of the 

proposed model that has been provided to the dataset for 

analyzing the efficiency of the system. The software 

utilized for the simulation is Python and the 

configuration of the software is an Intel core 17 with a 

47904 processor and 64 GB RAM.  Here, the 

performance of each method is compared with other 

models on the basis of accuracy, F-score, recall and 

precision. Further, the confusion matrix and ROC curve 

are presented. There are four essential parameters which 

is important for the confusion matrix.  Table 2 presents 

the hyperparameters of the Hybrid I-R network. Adam is 

the optimizer utilized, the epoch considered are 6, size of 

batch and learning rate are 100 and 0.1. 

Table 2:Hyperparameters of the Hybrid I-R network 

Hyperparameter Value 

Number of epoch 6 

Size of batch 100 

Optimizer Adam 

Learning rate 0.1 

Loss CE 
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pT (True positive)- Accurately classified positive 

samples 

nT (True negative)- Accurately classified negative 

samples 

pF  (False positive)- Incorrectly classified the positive 

samples 

nF  (False negative)- Incorrectly classified the negative 

samples 

Accuracy: It is the ratio of total number of accurate 

prediction to the entire samples and it is expressed as: 

npnp

np

FFTT

TT
A

+++

+
=       (2) 

Recall: It is the total of correct positive outcomes splited 

by the total of positive outcomes achieved by the 

classifier. It is expressed as: 

np

p

FT

T

+
=Re    (3) 

Precision: It is the measure of the total of positive 

outcomes to the total of each conjugate samples. It is 

expressed as: 

pp

p

FT

T
P

+
=      (4) 

F-score: It is the harmonic mean which is used for 

balancing the recall and precision. It consider both pF

and nF for the calculation and works well on the 

imbalanced data. it is expressed as: 

npp

p

FFT

T
scoreF

++
=−

2

2
1  (5) 

Figure 6 and 7 show the training and validation losses 

and accuracies of the proposed Hybrid I-R network. 

These performances are carried out by 5-fold cross-

validation. This network doesn’t consider the basic 

parameters of I-R network; hence it generates high 

validation and training losses in the initial epochs. 

Further, it shows high learning because of 3 dense layers 

and CE loss. The dense layer's parameters are learned in 

all epochs and use the features of skin cancer. The 

proposed Hybrid I-R network converges and obtains an 

optimal loss in 5 epoch values. Very less training and 

validation losses are achieved at the 5th epoch and high 

accuracy is achieved for all the epoch values.

 

 
 

(a) (b) 

Fig 6: Training and validation losses of Hybrid I-R network 
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(a) (b) 

Fig 7: Training and validation accuracies of Hybrid I-R network 

Table 3 shows the performance comparison of various 

approaches like CNN, Inception, ResNet, AlexNet, 

DenseNet and Hybrid I-R network (proposed) are 

compared. Here, the results are compared for various 

measures. The overall performance is carried out for the 

m multi-classification. The accuracy and recall values 

achieved by the proposed Hybrid I-R network is 99.78% 

and 99.12% on the ISIC dataset. 

 

Table 3: Performance comparison of various approaches 

 Methods Accuracy Recall Precision F-score 

 

 

With 

augmentation 

CNN 94.23 89.1 94.21 94.9 

Inception 94.41 91.56 93.87 95.0 

ResNet 95.26 92.89 95.17 95.2 

AlexNet 96.23 94.12 96.01 96.3 

DenseNet 97.12 98.34 96.89 97.8 

Hybrid I-R 

network 

99.78 99.12 98.9 99.0 

 

Figure 9 represents the ROC precision-recall curve of the 

proposed Hybrid I-R network. In Figure 9 (a), the ROC 

graph is plotted between the true positive rate and 

specificity values. Here, the AUC value (area under the 

curve) achieved for the proposed Hybrid I-R network is 

0.9909. In Figure 9 (a), the graph is plotted between the 

precision and recall curves. Here, the AUC value 

achieved for the proposed Hybrid I-R network is 0.920.  
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(a) 

 

(b) 

Fig 9: ROC and precision-recall curve of the proposed Hybrid I-R network 

For verifying the effectiveness of the proposed ESSO, 

the convergence is provided in Figure 10. Here, the 

performance is carried out by varying the iteration of 

100. It is observed that the fitness value of the proposed 

ESSO is better than the standard SSO. After the 20th 

iteration, the value of fitness is stable for all iteration. 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(2), 810–822 |  821 

 

Fig 10: Convergence analysis of the ESSO and SSO 

5. Conclusion 

This work presented an enhanced DL model based multi-

skin cancer classification. This model was presented for 

detecting and categorizing the presence of skin tumors 

from dermoscopic images. The major processes like hair 

removal, data augmentation, feature extraction and 

classification processes were carried out. Initially, the 

hair removal and segmentation process was carried out. 

The DL model Hybrid I-R network was used for 

extracting and classifying the multi-classification of skin 

cancer. The overall evaluation was carried out on the 

ISIC dataset with 5-fold cross-validation. The 

performances of the proposed hybrid model are 

compared with the other existing models and achieved 

better accuracy, recall and precision of 99.78%, 99.12% 

and 98.9% respectively. In the future, different datasets 

will be utilized for classifying various types of skin 

cancer. Further, the DL network will be fine-tuned by 

some metaheuristic optimization to enhance the 

performance of the system. 
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