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Abstract: K-UAM will be commercialized through maturity after 2035. Since the UAM corridor will be used vertically separating the existing helicopter 

corridor, the corridor usage is expected to increase. Therefore, a system for monitoring corridors is also needed. In recent years, object detection algorithms have 

developed significantly. Object detection algorithms are largely divided into one-stage model and two-stage model. In real-time detection, the two-stage model 

is not suitable for being too slow. One-stage models also had problems with accuracy, but they have improved performance through version upgrades. Among 

them, YOLO-V5 improved small image object detection performance through Mosaic. Therefore, YOLO-V5 is the most suitable algorithm for systems that 

require real-time monitoring of wide corridors. Therefore, this paper trains YOLO-V5 and analyzes whether it is ultimately suitable for corridor monitoring. K-

UAM will be commercialized through maturity after 2035. 
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1. Introduction 

Urban Air Mobility (UAM) is a sub-concept of the next 

generation of Advanced Air Mobility (AAM) and refers 

to an operating system that operates low-altitude 

environments in and outside the city [1] UAM can operate 

between urban points faster than conventional 

transportation [2].  

It is anticipated to emerge as a novel substitute 

transportation system, addressing challenges related to 

cost associated with traffic congestion in urban areas 

[3].he commercialization of National Urban Air 

Transportation (K-UAM) is envisioned to progress 

through initial stages from 2025 to 2030, followed by a 

growth period spanning 2030 to 2035, and reaching 

maturity beyond 2035. It is necessary to designate a 

UAM-only corridor because there are many risks when 

UAM is allowed to fly freely. Currently, plans are 

underway to vertically separate and use the helicopter 

corridor [4]. As UAM is commercialized, the capacity of 

the corridor increases and a monitoring system is needed 

to monitor it.  

In order to carry out the monitoring system, UAM must 

be trained and learned through an object detection 

algorithm. This entails the systematic acquisition of 

knowledge and skills by the UAM system, allowing it to 

identify and interpret relevant objects within its 

operational environment. The object detection algorithm 

serves as a crucial component, enabling the UAM to 

discern and categorize various entities or obstacles, 

thereby enhancing its ability to navigate, make informed 

decisions, and ensure the safety and efficiency of its 

operations. Through this continuous learning process, the 

UAM system can adapt to diverse scenarios, optimize 

performance, and contribute to the overall reliability and 

effectiveness of urban air transportation. 

Training and learning with existing object detection 

algorithms is not suitable for real-time object detection 

that processes large amounts of data. In recent years, 

video and deep learning-based target inspection models 

have developed as image processing technology and 

artificial intelligence technology have developed rapidly 

[5, 6]. Therefore, in this paper, we propose a deep learning 

algorithm that enables real-time object detection to detect 

UAM, a moving object in the corridor, and perform fitness 

analysis through algorithm training and performance 

evaluation. 

2. Existing object detection algorithms 

Traditional object detection algorithms typically extract 

features through manual extraction [7]. The moving object 

is extracted from the video sequence and the extracted 

features are classified by a classifier to achieve the object 

identification purpose [8]. 

Object detection methods include a background update 

method, a frame difference method, and an optical flow 

method. Background update methods use the idea of 

weighted averages, and background update impacts often 

affect the completeness of target extraction and the 

accuracy of target detection [9]. The frame difference 

method aims to achieve the object extraction purpose by 

calculating a difference between adjacent frames [10]. 

This method is often greatly influenced by the time 

interval between the vehicle's speed and the continuous 

frame. The optical flow method is a method of estimating 
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density at the pixel level. The difference between the 

previous frame and the current frame is used, and the 

movement is calculated and extracted through the 

relationship between the pixel value and the surrounding 

pixels [11]. There are many difficulties in implementing 

algorithms because the condition that there should be no 

change in lighting is necessary. Classification controllers 

are used to classify and accurately locate specific 

locations of each target in the candidate box. Since large 

amounts of data are separated in real-time detection, the 

algorithm used is limited. Generally, there are SIFT, HOG, 

Harr, etc. Classification controller devices include SVM 

and Adaboost. 

3. Real-time Object Detecting Algorithm 

1. Real-time Object Detecting Algorithm 

Algorithms used for time object detection can be divided 

into two categories. One is an R-CNN series calculation 

method based on two steps of the candidate region. The 

Region Based Convolutional Neural Network (R-CNN) is 

a neural network structure proposed by ross girsshick in 

2014. R-CNN is the most basic model of region-based 

neural network structures, and it is an algorithm in which 

classification and localization occur sequentially. The 

basic components of RCNN are RoI extractors, feature 

extraction modules, classification modules, and location-

specific modules. R-CNN [12], The computational load is 

very large and slow because more than 2,000 RoIs are 

proposed for each image and these areas are all structures 

that pass through the entire pipeline. To address these 

issues, it has developed into Ross girshick's Fast R-CNN 

in 2015 and Xiao’s Fast R-CNN in 2016. The structure of 

the Fast R-CNN algorithm is shown in Fig. 1. The Fast R-

CNN [12]. algorithm introduced Region Proposition 

Network (RPN) instead of selective inspection based on 

the existing R-CNN, and RPN extracted RPN into a depth-

grossing neural network instead of selective search and 

predicted the reliability score of the target boundary box 

and category at each location simultaneously to speed 

network calculation. 

Since the series of R-CNN is a two-stage object detection 

algorithm, selecting area candidates and classifying 

objects does not occur at the same time. Therefore, in 

terms of speed, the performance is not good compared to 

the algorithm described later. Although Fast R-CNN has 

improved this problem, the improved performance value 

is also lower than the subsequent algorithm. 

 

Fig 1. Faster R-CNN 

 

2. One-Stage Detecting Algorithm 

Unlike the two-step method, the one-step method does not 

generate candidate boxes in advance. The prediction and 

detection processes occur simultaneously in the candidate 

box. Typical algorithms include YOLO [13] and SSD. 

YOLO is the first object detection neural network 

proposed by Joseph Redmon in 2016. The image is 

divided into a grid and the boundary box and object 

classification are performed directly on the split area. As 

a result, a large number of boundary box candidates are 

generated, which is reduced to the final prediction result 

using MMS. YOLO [13] reached a speed of 45fps in 2016 

and its accuracy is higher than that of RCNN, making it 

best suited for real-time object detection. YOLO [13] 

improved the loss function by adding FPN and other 

structures while upgrading to YOLO 9000 and YOLO 

V3[3] versions. In 2020, AlexAB attempted a new 

backbone network combination of YOLO V4 [14] to 

existing YOLO, increasing its average accuracy by 10% 

compared to YOLO V3 [14]. In the same year, Jocher 

Glenn released YOLOV5. The YOLO V5 consists of 

input, backbone, neck, and prediction, and has a similar 

structure to the existing V3 and V4, but the details have 

been slightly modified. Mosaic data augmentation was put 
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in the input module, focus, CSP [14] structure in the 

backbone module, FPN+PAN configuration in the neck 

module, and GIOU_Loss loss function in the prediction to 

compensate for small object detection vulnerabilities, 

which are problems in the existing version. The backbone 

consists of five CSP modules of CSPnet, contains a total 

of 72 volume cores, and can extract 3x3 volume layers. 

The CSP module divides the features into two parts and 

integrates them in stages to secure accuracy while 

reducing the amount of calculation to 608x608x3 and 

outputs a 19x19 feature diagram through five CSP 

modules. The neck structure is mainly used to create a 

feature pyramid with a path integration network (PANET), 

and the feature pyramid allows the model to recognize 

targets on different scales and recognize the same object 

on multiple scales.  

3. Select Algorithm 

Recent YOLO models have steadily improved accuracy 

through FPN, FPN+PAN, and CSP modules to existing 

YOLO models. Among them, the YOLOV5 model 

reinforced the small object detection performance by 

adding Mosaic data augmentation to the input module. 

This is an algorithm suitable for corridor surveillance 

systems that monitor vast ranges through real-time 

streaming. 

Therefore, this paper trains the YOLOV5 algorithm 

through helicopter and drone images and then analyzes the 

suitability of corridor monitoring through tests. 

4. Algorithm Training and Results Analysis 

1. Classifying and Learning Data Set 

Roboflow's helicopter and drone images were divided into 

3,829 train images, 692 validation images, and 1,476 test 

images to conduct learning. The batch and epoch were set 

to 16 and 30 respectively for simulation, and the total time 

required was 2 hours. 

 

 

Fig 1. Faster R-CNN 

 

2. Analysis of Results 

Table 1. is a confusion matrix used to evaluate algorithm performance. 

Table 1. Confusion matrix 

 

Actual Values 

Positive Negative 

Predicted Values 

Positive 
True Positive 

(TP) 

False Positive 

(FP) 

Negative 
False Negative 

(FN) 

True Negative 

(NP) 

 

The average average precision (mAP), which is most 

commonly used as an algorithm's performance evaluation 

indicator, refers to the average value of the lower area of 

the curve that displays the recall and precision on the x 

and y axes, respectively. Recall refers to the proportion of 

data whose predicted value and actual value match 

positively among those whose actual value is positive, and 

precision refers to the proportion of data whose predicted 

value and actual value match positively among those 

whose prediction is positively positive. 
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Fig 3. Train Results 

Recall showed a value of 0.75 as training progressed, and 

precision showed a high value of 0.85 or more. Figure 4 

shows the result value of the PR curve implemented 

through recall and precision. 

 

Fig 4. PR-Curve 

Factors contributing to the development of marine leisure 

sports were initially presented through The mAP of 

helicopters and drones was shown using mAP@0.5. 

mAP@0.5 is a mAP result value in which the threshold 

value of the overlap rate (IoU) is 0.5. The mAP@0.5 of 

the helicopter class and the drone class were 0.906 and 

0.800, respectively, with the object size within the 

helicopter's image being larger than that of the drone 

object and the predicted value of the helicopter was higher. 

The average value of mAP@0.5 in the two classes is 0.853, 

which is considered suitable for object detection in the 

corridor. 

5. Conclusion 

In this paper, the YOLOV5 model was selected as a deep 

learning algorithm for corridor monitoring. This was 

learned to analyze whether the actual YOLOV5 algorithm 

is suitable for corridor monitoring. The learning result of 

the YOLO V5 algorithm showed a high result value of 

mAP@0.5 with an average of 0.853. Since the YOLO 

algorithm, which has advantages in FPS, has improved 

accuracy, the model learned through class subdivision, 

data set refinement, and quantitative enhancement is 

considered to have sufficient performance to be used in 

real-time corridor monitoring systems 
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