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Abstract: Due to the rise in online transactions, fake customer review identification is attracting attention. Fake customer reviews are 
identified using features such as reviewer identification, product information, and review text. Recent research suggests that review 
semantics may be particularly pertinent for text classification. The reviewers' veiled feelings could also point to misleading information. 
Our neural network model combines word context, customer emotions, and the traditional bag-of-words to improve fake review 
detection. The algorithms use N-grams, dynamic word embeddings, and emotion indicators based on lexicons to learn document-level 
representation. We contrast the classification performance of the detection systems with several cutting-edge methods for fake review 
detection to demonstrate the value of the systems. No matter the sentiment polarity or product category, the suggested approaches on the 
present datasets outperform Afinn, RoBERTa, Ensemble, and hybrid models. The paper offers Hybrid/Ensemble-based strategies under 
the proposed model named FRARBiLSTM(Fake Reviews-AFINN RoBERTa using Bidirectional LSTM). This model performs better 
than previous classifiers in detecting false reviews with an accuracy of 97.31. When used with Ensemble and hybrid Learning, this model 
can exceed and attain superior performance compared to the most modern word embedding algorithms, particularly RoBERTa and 
AFINN. 
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1. Introduction 

Customers place a growing amount of faith in online 
product reviews due to the crucial information they supply 
[1]. The majority of online marketplaces give higher 
rankings to products with more positive reviews (an effect 
known as the "snowball effect"), which may benefit 
businesses that buy reviews. According to a meta-analysis 
of more than 20 empirical research [2], the volume and 
tone of reviews affect retail sales. High-involvement 
products can only be reviewed after consumption. Eighty 
percent of customers put the same amount of stock in 
online testimonials as they do in personal 
recommendations [3]. Fake reviews are becoming 
increasingly sought after by businesses. A company could 
get advantages from either fake positive or fake negative 
evaluations. 
In fact, according to recent statistics, every third 
TripAdvisor review is fake [4]. The business is now 
concerned with online reviews. Therefore, platforms must 
identify and remove fake reviews and forbid fraudulent 
users to ensure fair competition. Manual or automatic 
detection of fake reviews is possible [5]. Manual fake 
review identification, however, is pricy, cumbersome, and 
unreliable [6]. Over the past ten years, automated bogus 
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review detection has gotten better. Popular techniques for 
identifying fake reviews include SVMs and NNs [7, 8]. 
These techniques classify reviews as fake or genuine based 
on the review’s text, user behaviour. A low false positive 
rate is significant because, in the absence of one, users of 
online platforms would not be able to read correct 
evaluations, and reliable people would face the 
consequences and lose interest in posting reviews. A list of 
words or phrases with weights (bag-of-words) or word 
categories (psycholinguistic or part-of-speech tagging) is 
produced by machine learning algorithms based on review 
content [9]. However, sparsity makes it challenging to 
explain customer reviews meaningfully. Using sentence 
representations, Ren and Ji [10] developed a gated 
recurrent NN model to detect false opinion spam. 
Semantically related words were mapped to word vectors 
using the continuous bag-of-words (CBOW) model [11, 
12]. Thus, global semantic representation is feasible, 
resolving the data scarcity problem. CNN was 
incorporating sentence representations into a 
recommendation made by Li et al.[13]. 
Inspired by these cutting-edge models, we use word 
embeddings to describe customer feedback semantically 
[13, 10]. Since its word embeddings were trained on 
limited datasets of several hundred reviews, the CNN 
algorithm in [13] cannot identify fake customer reviews. 
Pre-trained word embeddings fared better in [10]. 
According to the authors, the CBOW model used in [10] 
cannot produce a generalisable context model [12]. In 
contrast to [10], we use a Skip- Gram Word2Vec model to 
construct word embeddings from customer reviews. [12] 
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Skip-Gram makes better use of word context than CBOW 
does. The above deep NN models solely consider word 
embeddings, neglecting consumer review mood indicators. 
[14] Review ratings rarely match the review content mood. 
Additionally, reviews with similar ratings might have very 
varied emotional strengths. Most notably, sentiment 
strength outperforms ratings in detecting bogus reviews 
[14]. We integrate word embeddings with bag-of-words 
and numerous lexicon-based emotion indicators to boost 
detection performance and overcome deep NN model 
issues. Recent research only considered positive and 
negative sentiments [15, 16, 17]. However, trust and 
aptitude are good indicators of online review helpfulness 
[18, 19]. The fake review detection algorithm uses deep 
learning to incorporate those emotion markers. 

 
Fig. 1. Amazon Customer Reviews 

Before making a purchase, customers can more accurately 
gauge the quality of a product by reading online consumer 
reviews (OCRs). In recent years, OCR has experienced 
increased levels of confidence. A recent poll found that 
roughly 80% of consumers trust OCRs as much as personal 
recommendations from friends or family and that over 
90% read OCRs before making a purchase. 
It is becoming increasingly usual for websites to provide 
fake reviews. Buying and selling false reviews can be 
profitable. However, their contributions to detecting bogus 
reviewers are limited. To begin, even though behavioural 
factors are necessary for detecting fake reviewers, most 
research concentrates on generating distinctive behavioural 
features, which requires a great deal of time-consuming 
and costly human labor and knowledge. Second, several 
text features such as n-grams, part-of-speech n-grams, and 
word embedding have been implemented to improve 
detection performance. The bag of words (BoW) 
assumption analyses random words and obtains word 
frequency-based characteristics. A sparse feature vector 
can negatively impact detection efficiency; therefore, it 
should be avoided if an online review is full of informal 
terminology, acronyms, and even obfuscated words. The 
use of POS n-grams enables online review sites to identify 
bogus reviewers. It's possible that such characteristics can't 
distinguish experienced fake reviewers. To give the 
impression that they are trustworthy, they employ terms 
and phrases virtually always found in fake evaluations 
rather than actual ones. Making excessive use of a few 
words might make fake reviews sound more convincing. 
N-grams aren't as effective as other methods for classifying 

false reviewers because there aren't many relevant terms. 
Therefore they might only be found in some of the 
fraudulent reviews. Word2Vec only captures a limited 
amount of semantic information because it employs a 
single embedding vector to represent a word in all possible 
usages. When reviews contain terms with many semantic 
interpretations depending on the context, specific tactics 
may decrease detection performance. 
It has come to the attention of observers that customer 
reviews impact the choices potential customers could 
make. In other words, consumers decide whether or not to 
complete the buying journey based on the reviews they 
read on social media after making up their minds to buy 
the product before reading the reviews. As a result, 
customer reviews provide folks with a beneficial service. 
Reviews that are positive result in significant financial 
advantages, while unfavourable reviews frequently have 
the opposite effect on a company's bottom line. The open 
manner in which customers provide and use their feedback 
has been a contributing factor in problems that have arisen 
on websites containing customer reviews. Anyone can 
freely give criticism or critiques of any company at any 
moment without any duties or constraints, thanks to social 
media platforms like Twitter and Facebook, amongst 
others. 
Deep Neural Networks have been utilized in recent studies 
with a great deal of success for a variety of spam detection 
tasks. These tasks include the detection of spam in email 
[20, 21] and the identification of spam in social media [22, 
23, 24, 25]. A deep feed-forward neural network (DFFNN) 
and a convolutional neural network (CNN) is the two deep 
NN models used in this inquiry to extract the detailed 
properties buried within high-dimensional word, sentence, 
and emotion representations. 
The following framework can be used for the sections of 
this task that remain to be completed. The section 2 will 
describe the relevant research on spotting fraudulent 
reviews. The mythology utilized for the model 
implementation is detailed in Section 3. Section 4, results 
and comparisons, and Section 5, the conclusion and future 
scope with the outcomes, are discussed. follow. 

 
2. Literature Review 

It has become widely recognized that among the most 
severe problems linked with online shopping is the 
prevalence of fake reviews. The purpose of positive and 
negative counterfeit reviews is to either promote or demote 
particular items to obtain a competitive advantage and to 
influence customers' decisions. Because customers cannot 
recognize false reviews, machine learning methods have 
been deployed to ensure that these evaluations are 
discovered as soon as possible. To train and test review 
classifiers on an annotated corpus of reviews, which 
includes labels indicating which classes the reviews belong 
to, automatic review classification can be achieved. Table 
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1 contains a selection of the many research articles that 
have been published over the past ten years on the topic of 
automatically detecting fake reviews. It comprises the 
characteristics and procedures used, the datasets, and the 
performance evaluation produced. 
Jindal and Liu [26] published that tried to identify false 
product reviews based on the similarities between the 
aspects of the review and the product itself. To be more 
specific, the inclination of spammers to copy and paste 
their product reviews was exploited. 
Wang et al. [27] developed a heterogeneous review graph 
to record the relationships between reviews, reviewers, and 
shops. This was done to identify spammers, who could 
then modify their behaviour. Therefore, the trustworthiness 
of reviewers and review content can be evaluated apart 
from one another, as can the sincerity of reviews and the 
dependability of stores. 
The principle underpinning this technique served as the 
foundation for the probabilistic graph classifier created by 
Liu et al. [28]. Their model develops the multimodal 
embedded representation of nodes by utilising a 
bidirectional neural network in conjunction with an 
attention mechanism. 
Ghai et al. [29] demonstrated that a thorough review with 
ratings significantly different from those of other reviews 
is proof of the existence of fraudulent reviews. Spam 
attacks are related to review ratings; hence, unusual 
temporal patterns in the ratings may signal that spam 
attacks occur. 
Xue et al. [30] developed a way to identify the 
trustworthiness of users, reviews, and products by adding 
the variation in a user's perspective sentiment into a 
scoring system. This allowed the researchers to determine 
the reliability of users, reviews, and items. Word 
embeddings have only recently been used to obtain a 
semantic representation of thoughts. In the study 
referenced above (31), the authors tuned a pre- trained 
CBOW model by applying CNN to real review datasets, 
resulting in enhanced detection accuracy. In addition, a 
semi-supervised framework was built using the CBOW 
model in conjunction with relational features. Previous 
research found that when it came to the classification of 
the many different sorts of reviews, including fraudulent 
and honest reviews, the most popular method was machine 
learning approaches. Logical regression was one of the 
earliest traditional machine-learning methods. It was one 
of the first approaches because of its ability to give a 
probability estimate that precisely reflected the likelihood 
that a review was fake. However, conventional machine 
learning techniques like logistic regression and k-NN (k- 
nearest neighbor) have at least two drawbacks [21]. These 
solutions could be more effective when managing high- 
dimensional false review data. This is crucial since many 
word characteristics are often discovered in this data. 
Second, they require assistance to deal with the limited 

amount of data available successfully. This is of the utmost 
significance because testimonials often contain a few 
words or phrases. Other methods of machine learning, such 
as Naive Bayes (NB) [32] and support vector machines 
(SVMs) [33, 34], have lately gained favor as a means of 
detecting fake reviews as a way to get around the problems 
that were stated earlier. Similarly, evolutionary algorithms 
[35] and ensemble learning techniques [36, 37] have been 
used to combat the challenges of achieving convergence 
and overfitting, respectively. A thorough study [38, 39, 40] 
has been conducted on the issue of the typical machine 
learning algorithms that are utilized in the process of 
identifying fraudulent reviews. 
Convolutional neural networks were utilized by Li et al. 
[48] to construct a neural network model that could learn 
document representation to recognize misleading spam 
perspectives. The model presented used the term "vector" 
as an input at some point during those two phases. A 
sentence-weighted neural network model has been 
constructed to capture each phrase and document included 
in the review precisely. The suggested model has an 
architecture that is made up of two convolutional layers. 
These layers are referred to as the sentence layer and the 
document layer. While it is the responsibility of the 
sentence layer to create a composition of the sentence, it is 
the responsibility of the document layer to turn the 
sentence vector into a document vector. 
The "cold-start problem," which happens when a new 
reviewer submits a review to detect fake reviews based on 
behavioural and textual elements, was addressed by Wang 
et al. [49], who devised a technique to overcome the 
problem. CNN was used to model the review text because 
it can capture the rich semantic information that is 
extremely difficult to portray using more convenient 
features such as unigram and LIWC. CNN was used to 
model the review text. DRI-RCNN, a model for identifying 
false reviews of items, was proposed by Zhang et al. [50]. 
This model has two components that are used to identify 
potentially fraudulent reviews. These components include 
a recurrent convolutional neural network and word 
contexts. 
A convolutional layer has been built to educate the overall 
vector in the direction of adequately portraying a word. An 
implementation of a recurrent neural layer that can learn 
right and left for a false and actual context vector of a 
comment has been developed. The structure that has been 
suggested has a total of four layers. On both the AMT and 
Deception datasets, the proposed model was put through its 
paces and given a thorough analysis. The investigation 
revealed that the proposed model successfully generated an 
accuracy of 82.9%. 
Chang et al. [51] were the ones who initially conceived of 
the concept for the solution that is now commonly known 
as X-BERT. The BERT embedding will be fine-tuned for 
this approach's overall goal. As a result, the problem that 
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occurred in the past with BERT has been resolved. This 
specific embedding achieved a precision rate of 68 percent, 
and it was subsequently broadened by a large number of 
BERT models that were fine-tuned to attain remarkable 
performance. 
The "BAKE" model that Jwa et al. developed to detect 
fake news utilized BERT embedding [52]. The term 
"exBAKE" refers to BAKE's unlabelled news 
contributions. The models used algorithms to decide what 
constituted fake news. These models functioned adequately 
with the FNC-1 dataset because they analyzed headlines 
and the body text of news items. They outscored their 
rivals by 0.125 and 0.137 points in the Formula One 
competition. The incorporation of news into the pre- 
training phase might make this better. 
Buyukoz et al. [53] came up with the idea of domain 
adaptive fine-tuning, which is a simple method for 
applying unsupervised labelling to brand-new domains. 
This method was offered as a way to simplify the process. 
Domain adaptive fine-tuning is the name given to the 
method in discussion here. The contextualized embeddings 
in the text were modified by employing masked language 
modeling within the body of the writing. The ELMo and 
BERT embeddings experienced considerable gains due to 
some fine- tuning, which ultimately yielded great results of 
83%. 
Wang et al. [54] conducted a series of controlled tests to 
comprehensively explore traditional word embeddings in 
addition to contextualized versions of these embeddings 
for text classification. The tests were designed to compare 
the performance of the two types of word embeddings. 
BERT performs noticeably better than ELMo, mainly 
when dealing with lengthy document collections. 
The fakeRoBERTa model based on GPT2 was presented 
by Joni Salmine et al. [55] as having the highest- 
performing accuracy among the other models. This 
particular model achieved a score of 96.64%. 

 
Table 1. Deep Learning Approaches 

 

[44] LSTM 
ensemble 

Middle context, 
First and last 
sentence 

Hotels, 
Restaurants, 
Doctors 

83% 

[45] Adaboost Polarity of 
words, LDA . 
Ngrams 

Yelp F-Score 
81 

[46] BERT word 
embeddings- 
Skip-Gram, 
capitalized 
words,review 
length, polarity 
of 
words 

Yelp 89% 

[47] Deep feed- 
forward neural 
network 

Skip-Gram, 
ngrams, word 
embeddings 

Hotels 89% 

[51] X-BERT Parabel(linea 
r)and attention 
XML(Neural) 

Wiki 
 
Dataset 

76.95% 

[55] fakeRoBERTa GPT2 OSF 
dataset 

96.64% 

 
3. Methodology 

The model we have provided has been disassembled into 
its component elements, as seen in Figure 2. The gathering 
of data and its preliminary analysis are both components of 
the project's initial phase. The data has been processed 
using NLP (natural language processing) methods that 
involve eliminating stop words and punctuation, changing 
them into lowercase English characters, and stemming. 
Other NLP approaches include stemming and transforming 
them into lowercase English letters. 
These techniques are used to standardize the data. These 
are also considered to be NLP operations. Embedding data 
and enriching text with sentiment polarity is part of the 
second phase, which ensures the high quality of the dataset 
in the feature selection process. This procedure will 
employ Word Embedding techniques like Roberta to 
represent texts as numerical values. Embedding data is also 
a part of the second phase. The phrase that detects spam is 
the last one in the model that we have presented. During 
this process stage, traditional machine learning and deep 
learning classifiers sort reviews into two categories: spam 
and ham. 

Study Model 
Classifier 

Review based 
features 

Dataset Accuracy 

[41] deep feed- 
forward neural 
network 

unigrams, 
bigrams, 
trigrams, Skip- 
Gram word 
embeddings 

Hotels 89% 

[42] SWNN 
(sentence 
weighted 
neural 
network), 
CNN 

weights of 
sentences, POS, 
pronouns 

Hotels, 
Doctors, 
Restaurants 

84% 

[43] CNN, GRNN CBOW Hotels, 
Restaurants, 
Doctors 

84% 
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Fig. 2. Proposed Methodology 

 
• Data Acquisition: Only a select few datasets include 
authentic reviews of high quality and reviews that are 
written to mislead readers. First, you must construct a 
massive database containing fake and genuine customer 
reviews. The dataset needs to be well-balanced, meaning it 
needs to have an equal amount of genuine and fraudulent 
reviews. This particular research used the OSF Fake 
Review Dataset, which can be located at 
https://osf.io/tyue9/. 

 
• Data Preprocessing: At this point, the labeled instances 
retrieved from the OSF Dataset must go through 
preprocessing. Tokenization, the use of lowercase letters, 
and the elimination of commas, periods, and colons were 
all incorporated throughout the preprocessing phase of the 
project. This phase also included the usage of lowercase 
letters. It is common practice to regard the data 
preprocessing stage as among the most critical steps of any 
machine learning method. 

 
• Data Enrich Text using AFINN: To enrich the text 
columns, our team suggested utilizing the AFINN lexicon 
to assess the polarity of the expressed sentiment. Using a 
computer program based on a dictionary, such as the 
AFINN model, is one alternative you have. One can 
associate a specific emotion with every word in the 
dictionary. When we tokenize a statement, we assign a 
score to each word that shows the degree to which it 
contributes positively or adversely to its overall meaning. 
AFINN provides an overall rating for the statement. The 
result of the calculation will disclose whether positive or 
negative terms dominate a sentence. 

 
• Feature Selection: The third phase of the model we have 
provided comprises the selection of features. The 
RoBERTa is being put to use in the construction of our 
suggested model. Facebook developed a new tactic known 
as RoBERTa, essentially a retraining of BERT based on 
enhanced training methodologies. A variation of the BERT 
method that is more reliable and efficient is known as 
RoBERTa. In addition, dynamic masking has been 

incorporated, which ensures that the token that is being 
concealed will evolve as the training epochs continue. Part 
of speech (POS) and Linguistics inquiry and word 
count(LIWC) also integrated with RoBERTa to enhance 
the results. 

 
• Fake Review Detection: The five deep-learning 
algorithms we have utilized to recognize fake reviews with 
hybrid and Ensemble modeling are LSTM, Bidirectional 
LSTM, multi-dense LSTM, GRU, and Bidirectional GRU. 

 
• Long-Term Short-Term Memory (LSTM): The 
challenges of vanishing and exploding gradients, which 
occur in normal RNNs, can be overcome with the help of 
LSTM. When the RNN attempts to learn something 
complicated, it encounters this obstacle. This problem 
becomes apparent when the RNN's weights must be 
changed more than usual. The LSTM model is an essential 
component of deep learning. Memory cells are to blame 
for this ability, enabling the model to store and update 
information over time. Memory cells are accountable for 
this ability. In the relatively recent past, the field of 
LSTMs has witnessed several improvements. 

 
• Bidirectional LSTM (BLSTM): The conventional LSTM 
architecture is expanded with the BLSTM algorithm, 
which processes the input sequence in both the forward 
and the backward directions. As a result, the model can 
represent the linkages between the current input and both 
the previous and the upcoming inputs. Because of this, it is 
beneficial for activities such as speech recognition, natural 
language processing, and video analysis, which require a 
more in-depth knowledge of the input sequence. When a 
BLSTM is used, one of the LSTM layers will process the 
line forward, while the other layer will process the string in 
reverse order. 

 
• Multi-dense LSTM Model: In deep learning, a neural 
network design known as a Multi-dense LSTM Model is 
characterized by combining numerous dense (fully linked) 
LSTM layers. The thick layers carry out processing 
operations on the input features and extract useful 
information. LSTM layers process sequential input and 
store the memory of previous events so that it can be used 
to guide future predictions. Because it can effectively 
capture both types of relationships within the data thanks 
to the combination of dense and LSTM layers, the Multi- 
dense LSTM Model is an effective tool for tasks involving 
sequential and non-sequential information, such as 
sentiment analysis and time series prediction. This is 
because the Multi-dense LSTM Model can effectively 
capture both types of relationships within the data; due to 
this, sequential and non-sequential relationships within the 
data effectively. 
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• GRU: Deep Learning uses a subclass of RNNs, GRUs, 
designed to learn complex data sets. The GRU was 
developed to process sequential information and to keep a 
constant remembrance of events that have occurred in the 
past to impact predictions. This was achieved to fine-tune 
the accuracy. In contrast to more conventional LSTM and 
RNN systems, GRUs are outfitted with two gates that 
control data flow into and out of the hidden state. These 
gates are responsible for GRUs' ability to learn. One can 
consider these gates to be entrances and exits to the 
facility. Because of this, GRUs can improve their 
computing efficiency, as well as the ease with which they 
may be trained. Additionally, they can better capture the 
connections between the objects that appear in sequential 
data. 

 
• GRU for Bi-Directional: Bidirectional GRU, or BiGRU, 
is a version of the GRU network that analyses sequential 
input in both the forward and the backward directions. 
Deep Learning developed it. A BiGRU network will read 
the sequence in forward and backward movements to 
comprehensively represent the information. After this, the 
hidden states that are produced will be concatenated. This 
bidirectional processing improves the capability of 
BiGRUs to collect contextual information and 
dependencies in series, which enables them to be effective 
in sequential data processing applications, like sentiment 
analysis and speech recognition. BiGRUs can also improve 
the ability of other systems to capture contextual 
information and dependencies in series. Because they 
combine the benefits of GRUs with bidirectional 
processing, BiGRUs is a more robust and versatile option 
for managing sequential data than regular GRUs or other 
forms of RNNs. This is because they incorporate the 
strengths of both types of processing. This is achieved by 
utilising the benefits of RNNs in conjunction with GRUs. 
strength 

 

 
Fig. 3. Deep Learning Process 

 
• Ensemble Modelling: A model that is more reliable and 
accurate is developed as a result of the process of ensemble 
modeling, which involves the merging of the predictions of 
numerous models. The concept underlying ensemble 
modeling is that the potential benefits of any model can be 
maximized by combining several other models. This is the 
central notion behind ensemble modeling. To arrive at a 
single conclusion that is the one that is most usually 
reached by all of the models, a Voting Classifier combines 
the predictions of multiple models and votes on which one 
is the most accurate. The bootstrap aggregating process, 
also called "bagging," involves producing numerous 
samples of the training dataset and then training several 
models on each piece individually. Boosting is an approach 
that progressively introduces a series of models, with each 
succeeding model aiming to rectify the flaws caused by the 
model that came before it in the training process. This 
strategy is used to improve the accuracy of the model's 
predictions. 

 
• Hybrid Modelling: Hybrid modeling aims to generate a 
more accurate model by merging several distinct models or 
a wide range of data sources into a single modeling 
framework. One way to implement mixed modeling to 
identify false reviews is to combine different features, 
including text-based features, metadata features (such as 
review rating, timestamp, and reviewer profile 
information), and behavioral characteristics (such as click 
stream data and purchase history). 
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4. Experimental Setup 

Database Used: The dataset needs to be well- balanced, 
which means it needs to include an equal number of 
authentic and fake reviews. The dataset can be downloaded 
from several websites, including Amazon, Yelp, 
TripAdvisor, and Open-Source Foundation (OSF). The 
Open-Source Foundation Fake Review Dataset 
(https://osf.io/tyue9/) was consulted for this study. The 
information about the dataset of fraudulent reviews is 
presented in Figure 4. Experiments utilising machine 
learning and deep learning classifiers are carried out here 
to improve performance benchmarks. 

 

Fig. 4. Fake Review Dataset 
Enriching text columns: We proposed using the AFINN 
lexicon to determine the polarity of sentiment to enrich 
text columns. The AFINN lexicon is a collection of 
English phrases manually rated by Finn Rup Nielsen for 
their valence level between 2009 and 2011. To represent 
the level of positivity or negativity exhibited by each 
concept, an integer number ranging from -5 indicating a 
negative to positive was assigned to the term. 

 

 
Fig. 6. Accuracy Scores by Deep Learning Models 

 
Table 2. Deep Learning Models Performance on Enriched 

Text Dataset (AFINN) 
 
Deep Learning 
Models 

Accuracy without 
RoBERTa 
(POS+LIWC) 

Accuracy Enhanced with 
RoBERTa+POS+LIWC 

Training Validation Training Validation 

LSTM 90.71 80.62 93.71 91.69 

FRARBiLSTM 99.9 85.59 99.9 97.31 
Multi-dense 
LSTM 

91.69 84.62 93.69 91.51 

GRU 96.24 88.00 97.71 91.00 

Bidirectional 
GRU 

98.78 78.90 99.1 89.00 

Therefore, in this research, we proposed our first Hybrid 
Model, which we referred to as FRARBiLSTM. This 
model surpasses the rest of the deep learning models and is 

 

 
Fig. 5. Fake Review Enriched Text Dataset 

The next step was implementing the Deep Learning 
Algorithms (Epoch=100) with and without RoBERTa on 
the AFINN-based dataset. These algorithms can learn for 
themselves and come to intelligent conclusions. Table 2 
demonstrates that the accuracy was improved by utilising 
the RoBERTa algorithm. 

considered superior, as per Figure 6. In the present 
environment, making up good online evaluations for a 
product or service is a serious issue that has become more 
pervasive and difficult to detect. This problem is because it 
needs to send the right message to potential customers. In 
this part, we will compare the results created by the deep 
learning- based hybrid model named FRARBiLSTM, with 
the results created by the ML-based and deep learning- 
based models, respectively. These comparisons will be 
made using the effects produced by the hybrid model. 

 
Table 3. Comparative Results of Proposed Model with 

existing models 

 
 
 
 
 
 
 

 

 
 
 
 
Models 

Accuracy 

Previous 
Study: 

This Study 
Model: FRARBiLSTM 
(Fake Reviews-AFINN 
RoBERTa using Bidirectional 
LSTM) 
+POS+LIWC 

Joni Salmine 
et al. [55] 

96.64 
(RoBERTa) 

97.31 
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5. Conclusion 

In the present research, the importance of reviews and how 

(2015): 3634-3642. 
[8] Hussain N, Turab Mirza H, Rasool G, Hussain I, 

Kaleem M (2019) Spam review detection techniques: 
a systematic literature review. Appl Sci 9(5):987. 
https://doi.org/10.3390/ app9050987 

[9] Crawford M, Khoshgoftaar TM, Prusa JD, Richter 
AN, Al Najada H (2015) Survey of review spam 
detection using machine learning techniques. J Big 
Data 2(1):1–23. https://doi.org/10. 1186/s40537-015- 

they influence nearly every aspect of the information 
obtained on the internet was the primary focus of our 
attention. The dependability of the reviews and ratings that 
individuals find online strongly influences people's 
choices, even if the reviews and ratings in question are 
fraudulent. The application of a vast number of approaches 
categorised this dataset. The proposed Model 
FRARBiLSTM performs significantly better than other 
classifiers in identifying false reviews, with an accuracy of 
97.31 percent. Because of this, this algorithm can 
efficiently classify reviews as genuine or false by taking 
into account merely the text content of the reviews and 
analyzing the characteristics of the sentiments expressed in 
the reviews. Nevertheless, the work that will be done in the 
future might consider an integrated strategy of ensemble 
modeling with deep learning models and other dynamic 
word embedding techniques. 
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