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Abstract: Smart health analytics is a highly researched field that employs the power and intelligence of technology for efficient treatment 

and prevention of several diseases.  We are currently living in the post COVID phase, which has seen a tremendous rise in sudden deaths 

caused by many neurological diseases, among which stroke is the major one.  It is considered to be the second largest causative disease of 

death amongst human population according to the World Health Organization.  Hence this paper proposes a new method for predicting the 

onset of stroke using the machine learning approach of Adaptive Neuro Fuzzy Inference System (ANFIS).  The input data set for stroke 

prediction is obtained from Kaggle data repository called as the Brain Stroke prediction dataset which contains 5111 electronic health 

records of patients with 11 different parameters related to the stroke disease along with brain MRI images.  The data obtained is 

preprocessed using data cleaning methods, segmented using SegNet and features relevant are extracted using CapsuleNet. Predictive 

analytics is done using ANFIS model and is compared with existing classifiers like Logistic Regression, Random Forest, XG Boost 

algorithm, Adaboost algorithm and Gated Recurrent Unit.  The predictive performance of the proposed model is tested using metrics like 

accuracy, precision, sensitivity, specificity, F1 measure and ROC curve analysis. 
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1. Introduction  

Brain is considered to be the prime organ that supports conscious 

living and stroke results in either death or unconscious living 

depending upon the individual’s conditions.  After the attack of the 

novel Corona Virus Disease 2019(COVID-19), there has been an 

upsurge of various diseases and disorders. Among them, the most 

common is the cardiovascular and neurological disorders which 

are seen as the prominent consequence caused by COVID-19[1]. 

This is because during the first and second waves of COVID, 

which hit almost all the countries across the globe, many people 

succumbed, and all the survivors are continuing to experience one 

or the other post COVID complications.  It is a well-known fact 

that COVID created an impact and damaged most of the vital 

organs of the human body, among which the heart and brain are 

the worst ones to be affected.  There are several diseases that affect 

the brain such as stroke, brain tumors, dementia, epilepsy, 

Parkinson’s disease and Alzheimer disease [2]. Some of them are 

considered to be neurodegenerative in nature which happens with 

aging and many other factors.  Here in this paper, we are 

concentrating on the disease of stroke.   

Stroke is considered to be a neurological disorder that is developed 

because of the blood supply disturbance in the brain [3]. It can be 

divided into two types called the Ischemic stroke and hemorrhagic 

stroke.  While ischemic stroke is caused because of the clot in 

blood vessel, hemorrhagic stroke is caused due to the sudden 

rupture or burst of one of the major brain vessels. Without proper 

supply of blood to brain cells, they begin to die which results in 

disability of the brain and hence the disease.   This is also called a 

cerebrovascular accident. While ischemic stroke accounts for 80 to 

85% of total stroke rate, hemorrhagic stroke accounts for 15 to 

20% of stroke disease [4]. It can also be classified as long-term 

stroke and short-term stroke based on the length of suffering. For 

example, if stroke can be resolved and normally restored within 

three years, it is called a short-term stroke. Treatment and 

rehabilitation existing more than a period of three years would be 

long term stroke. 

According to the World Health Organization, a recent health 

survey says that 15 million human beings get affected due to stroke 

annually out of which 5.5 million is irrecoverable and loss their 

lives [5].  Another report says that in every 4 to 5 minutes, people 

die due to stroke.  It is becoming a highly prevalent and fatal 

disease which needs prior identification and proper treatment to 
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avoid any loss of life. Stroke is considered to be the largest 

contributor of acquired disability and is responsible for 5% of 

disability adjusted life years. It accounts for 11% of total deaths 

amongst human population in the world [6].  There are various 

factors which act as a source of stroke such as low blood supply, 

lifestyle modifications, food and nutrition, body mass index 

maintenance, age, hypertension, heart dysfunction.  While factors 

such as gender, hereditary imperfections and are non-modifiable, 

certain factors are considered controllable which can be managed 

such as obesity, good health, physical and mental wellness [7].   

Predictive analysis has been applied to various medical fields such 

as oncology, cardiology, neurology, pancreatic diseases, 

hypertension etc. [8]. Stroke prediction has been given less 

attention because of the complexity involved in identification of 

the disease.  Stroke prediction is now gaining importance because 

of its high prevalence and increased number of fatality involved.  

There has been a massive increase in the number of cases reported 

and hence any form of automated diagnosis of stroke is considered 

to be helpful for the physicians [9].  Human diagnosis without the 

support of imaging technologies such as radiography, sonography, 

Magnetic Resonance Imaging (MRI) and Computed Tomography 

(CT) results in error prone diagnostics. While there are many 

medical imaging modalities available for stroke diagnosis, MRI is 

considered to be the most efficient one as it produces a high 

dimensional image that gives a detailed view of brain that is three 

dimensional with good resolution [10]. CT scans are also helpful 

in the diagnosis of stroke, but CT scans are helpful only in the case 

of post stroke analysis which produces multi slice scans that are 

recognizable only after the onset of the disease.  But since we are 

dealing with predictive analytics, we are considering using MRI 

scan images.  

Stroke analysis and diagnosis usually require a detailed study of 

the body along with neurological images of the brain to arrive at 

the proper conclusion. Stroke treatment is comparatively costly 

when compared to other diseases because of which people are now 

more involved in the prediction of stroke, so that it can be treated 

at a very early stage. It is beneficial to identify the disease at an 

earlier stage rather than identifying it at the later stage which adds 

on to the medication cost and rehabilitation cost. Physiological 

medications are considered to be cost effective 3 to 8 times when 

compared to surgical measures that are opted in the later stage of 

treatment, because of which physicians and patients are interested 

in the early prediction of stroke [11].  

The ultimate aim is to forecast the attack of stroke in the considered 

individual and identify the symptoms and warnings produced by 

the human brain in a body in a very early stage in order to lessen 

the severity of the disease after its onset.  Recovery is also based 

on proper treatment and early medications, good lifestyle practices 

such as diet, exercise, avoiding tobacco and alcohol and 

maintaining good health of the heart.  It is also considered to affect 

the economy as more and more people are becoming disabled due 

to this disease. Accurate prediction and timely diagnosis becomes 

very essential.  Stroke is caused by cerebral disturbance which can 

be identified only by means of medical imaging and scans.  These 

radiological scans can easily adapt to machine learning models and 

artificial neural networks can play a very vital role in this. 

Computer aided diagnosis has shown good performance in the area 

of cognitive analysis.  Machine learning has been believed to 

produce good results in a variety of medical fields.  It can be 

assured that predictive analysis in the cognitive domain can aid the 

clinical services to a great extent and it has been proven to be a 

powerful tool in the realm of health.   

 

 

2. Literature Survey 

In paper [12], the authors describe the efficiency of Capsnet 

architecture of Convolutional Neural Networks (CNN).  They have 

used these two algorithms for classification of brain hemorrhage 

using 3607 CT images of the brain. The images were subjected to 

preprocessing techniques like noise removal, skull scrapping and 

then given as input to UNet for segmentation and Capsnet for 

classification which resulted in a final accuracy of 92.1 %. This 

paper explains the advantages of using Capsnet over other CNN 

architectures.  

 Paper [13] analyzes the classification performance of various 

machine learning algorithms for predicting stroke. The algorithms 

studied in this review article are logistic regression, decision tree, 

random forest, k nearest neighbor, support vector machine and 

Naives bayes and the paper has been concluded stating that Naives 

bayes performed well than the other machine learning models.  The 

input data set was obtained from Kaggle and preprocessed with 

techniques like handling imbalanced and missing values. The data 

was then split in the ratio of 80:20 for training and validation and 

various algorithms were applied on the data set for classifying. The 

model was implemented in simple HTML and Python.  

In [14], the authors have discussed the prediction performance of 

CapsNet regarding Alzheimer disease which is considered to be a 

kind of neurodegenerative disorder. The performance of the 

proposed capsule net model was compared with techniques like 

logistic regression, random forest and multilayer perceptron. 

Datasets from Andy and Kaggle websites were used, and 

classification metrics of precision, recall and F score were 

calculated for both the datasets in which the Kaggle data set 

obtained highest prediction average of 93.54. 

 In this article [15], a pilot study has been conducted for prediction 

of ischemic stroke using different deep learning methods. Data was 

collected from two hospitals in Australia in real time and 

comparative prognostication score was calculated. Open-source 

Python libraries were used for preprocessing the clinical data 

acquired such as resizing interpolation, features scaling etc., and 

classification was done using convolutional neural networks and 

artificial neural networks. Results were statistically analyzed 

which included 204 patients roughly of the age 70. Metrics like 

sensitivity, specificity, F1 score, accuracy and AUC were 

calculated to estimate the performance of the proposed system.  

 This paper [16] presents to us a systematic review using neuro 

fuzzy techniques for predicting neurological disorders. In order to 

write this paper, a total of 303 well written articles were examined.  

Prediction was done for diseases including depression, heart 

attacks, Parkinson’s disease, brain tumors, Alzheimer, seizure 

disorder etc. This paper has been concluded in a way that among 

all the neuro fuzzy systems, the Gaussian member function and 

Sugeno fuzzy system are the most efficient ones which is closely 

followed by the Mamdani system.  

 Paper [17] describes the prediction process of brain stroke that has 

been done with the help of many machine learning and deep neural 

network algorithms. Random forest, Extreme gradient boosting, 

light gradient boosting, Adaboost, SVM linear kernel, three layer 

and four-layer artificial neural networks were used in this study.  

Random forest algorithm achieved the highest classification 

accuracy of 99% followed by three layer and four-layer deep 

neural networks. Various preprocessing techniques like data 

categorization, label encoding, standard scaling and the principal 

component analysis were done on the dataset before classification 

and prediction was conducted.  

In this article [18], the authors have compared the performance of 

shallow and deep learning methods for predicting stroke from MRI 

images. Dataset was obtained from the Washington University 
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School of Medicine stroke patients and methods like Ridge 

regression, support vector regression, convolutional neural 

networks, a hybrid model combining regression with CNN was 

also executed and the results of all the proposed techniques were 

measured in terms of accuracy, centroid redundancy, location and 

topology redundancy and topological similarity.  

 Paper [19] explains the detection of brain stroke using MRI 

images. The proposed system uses LeNet and SegNet 

segmentation and classification algorithms. The input data set was 

obtained from anatomical tracing supplications from a stroke 

website containing 229 weighted MRI scans.  The images were 

preprocessed with techniques like resizing, image denoising, 

normalization and contrast enhancement. Segmentation and 

classification was done using SegNet and LeNet. Finally stochastic 

gradient descent optimizer was applied towards the end of the 

computation after classification. Mean square error and cross 

entropy was calculated which resulted in a training accuracy of 

97% and testing accuracy of 93%. 

This paper [20] also explains the performance and efficiency of 

Segnet algorithm for local refinement and brain segmentation in a 

three-dimensional format and the model has been evaluated against 

the brats 2015 benchmark for brain segmentation in which it 

achieved very promising results. This paper uses Ischemic stroke 

lesion segmentation 2017 database. The proposed algorithm was 

implemented in Pytorch where each MRI scan had 155 slides of 

the size 12 * 128*128.  Random dropping was used for 

preprocessing before segmentation. Sensitivity and specificity and 

dice values were calculated for arriving at the results. 

In paper [21], a hybrid deep learning model combining Group 

Handling Method (GMDH) and Long Short-Term Memory 

(LSTM) was used for predicting stroke in a smart hospital based 

mobile platform. Many datasets including EMG lower limb data 

set mHealth data set well used for collecting data and 

preprocessing techniques like normalization and feature scaling 

were used before training the GMDH LSTM classifier. For 

predicting the occurrence of stroke, you need to know the patient 

details. Hyper parameter details included are batch size of 256 with 

a learning rate of 0.0001, training loss of 0.1890 and validation loss 

of 0.2364 with an epoch size of 100. 

 [22] explains the predictive capacity of Adaptive Neuro Fuzzy 

Inference System (ANFIS) for predicting long term and short-term 

stroke using clinical data and ultrasound carotid imaging. Data was 

collected from asymptotic patients with the ultrasound scan of the 

carotids. Patients included in this cohort study did not have 

previous cases of stroke or any such neurological disorders and 

written consent was obtained from all of them. Features extracted 

included statistical features, spatial gray level dependence 

matrices, correlation, contrast, multi scale morphology features 

etc. with the help of support vector machine and classification was 

done using ANFIS model which achieved an accuracy of 97%. 

 

3. Proposed System 

 The proposed system collects input data from Kaggle repository 

and a well-known MRI data set for brain strokes.  The acquired 

data is preprocessed using techniques like redundancy removal, 

filling in the missing data, handling imbalanced data, label 

encoding etc.  The acquired MRI images are then segmented using 

Segnet model of convolutional neural networks and features are 

extracted from the segmented model using capsule net 

architecture.  Using the features extracted, prediction is calculated 

based on ANFIS model and metrics such as accuracy, precision, 

sensitivity, specificity, F1 score, and Receiver Operating 

Characteristic (ROC) curve are calculated.  The proposed system 

is also measured against existing techniques like logistic 

regression, random forest, XGboost algorithm, Adaboost 

algorithm and gated recurrent units based on stroke prediction.  

Figure 1 below explains the workflow of the proposed model. 

 

Fig. 1. Workflow of proposed system 
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 3.1 Data acquisition 

The proposed system combines clinical MRI data along with 

various physiological and psychological parameters of patients 

so that better prediction accuracy can be attained.  Hence the 

input data used here is of two types including electronic health 

records of stroke and non-stroke patients collected from Brain 

Stroke Prediction Dataset of Kaggle repository.  Another data is 

the MRI dataset that has been acquired from a publicly available 

website.  Kaggle dataset contains health records of 5110 patients 

with 12 parameters namely patient ID, gender, age, 

hypertension, heart disease, marital status, work type, residence, 

glucose level, BMI, smoking status and previous indication of 

stroke attack etc.  

3.2 Preprocessing  

MRI scan images can be used in a raw format and no further 

processing is required for them as it is clinical data.  But the 

electronic health records obtained from the Kaggle repository 

needs some kind of data cleaning as using them as such may 

degrade the predictive performance of the proposed system.  

Hence preprocessing techniques like data redundancy removal, 

handling missing data and imbalanced data, label encoding, 

outlier removal etc. have been carried out on the input data set 

[23].  Data redundancy removal is a very simple technique which 

removes any repetition of health records by mistake. Missing 

data are filled with average values of the same and label 

encoding is nothing but converting the strings that are present in 

the dataset into a numerical format so that it is interpretable by 

the proposed classifier.  Outlier removal removes irrelevant 

information from the dataset such as marital status, residence, 

work type etc. as they are not considered to be of any importance 

to the stroke prediction task. It is enough that minimum 

preprocessing is performed in case of any medical data as 

removing more and more information will tend to deviate from 

the proposed work. 

3.3 Segmentation  

It is essential that the input MRI is properly segmented so that it 

can give good prediction accuracy of stroke disease. The MRI 

images are segmented using SegNet algorithm of CNN.  It is a 

semantic based segmentation algorithm that is used mainly for 

the purpose of segmenting each and every pixel of the image to 

its target class.  It is also based on the encoder decoder format 

[24].  The encoder is responsible for operations like convolutions 

and max pooling in order to produce feature maps.  The structure 

of the encoder resembles that of the convolutional layers present 

in the VGG16 architecture.  Batch normalization and element 

wise activation is performed on the generated feature maps 

which are then max pooled and subsampled so that the output 

feature map is invariant to any translation operations.   

The decoder is similar to the encoder in structure but performs 

reverse up sampling which includes a softmax classification 

layer at the end. It segments the pixels of the input image and 

maps it to the corresponding output class label.  SegNet is 

usually applied to images which possess a spatial relationship 

among them.  It is considered to be efficient because of its lesser 

number of parameters.  The decoder utilizes the feature map 

generated by the encoder and in turn produces sparse and dense 

feature maps which are then given as input to the softmax 

classifier for appropriate segmentation.  Figure 2 depicts the 

architecture of SegNet based MRI segmentation.  

Fig. 2. SegNet Architecture 

 

Fig. 3. CapsNet based feature extraction 

3.4 Feature Extraction 

From the segmented MRI images, relevant features are extracted 

using capsule net model of convolutional neural network. CapsNet 

is used in a variety of machine learning tasks but has found a recent 

place in medical feature extraction because of its promising results.  

The main idea behind Capsnet is to enable transfer of learning 

information amongst the capsules with the help of a dynamic 

routing protocol so that each capsule is aware of the activity of the 

other capsule in order to produce a better output [25]. This is 

because of which it has turned out to be a powerful feature 
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extractor which has the ability to pull out very important 

information with a lesser learning rate. It is considered to be 

advantageous over others in terms of lesser parameters needed as 

nodes are grouped to form capsules and connections are less 

between them. CapsNet is a model that has been designed in close 

relationship with the organization of biological neurons called 

capsules. Each capsule has an individual activity vector that has 

been assigned to it.  The job of every capsule is to predict the output 

of the higher capsules by using the input in hand.  The capsules at 

the higher layers tend to use the correct predictions of lower 

capsules and make their own decisions.  This model is considered 

to be more accurate when compared to others because of this 

property of interdependence among the capsules.  A decision is 

taken only when it is supported by the majority of capsules which 

agree to each other with the help of a routing by agreement 

protocol.  This model of CNN avoids max pooling strategy in order 

to reduce the processing overhead and hence it is able to extract 

features in a vector format rather than the standard scalar features.   

It produces a more generalized features vector that is invariant to 

viewpoints and is believed to be defensive against white box 

adversarial attacks.  It can extract positional features, features 

based on texture, size, orientation, deformation etc.  It is also based 

on the encoder decoder structure which in turn contains 

convolutional layers that are divided into primary capsule layers 

and secondary capsule layers. The primary capsule layers are eight 

dimensional and secondary digit capsules are 16 dimensional 

capsules for each class. The decoder on the other hand contains 

only fully connected rectified linear units and sigmoid functions. 

Figure 3 shows the architecture of CapsNet model. 

 

 

Fig. 4. ANFIS architecture 

3.5 Prediction 

Based on the segmented MRI images, extracted features and 

preprocessed EHR Kaggle dataset, the onset of stroke is 

predicted with the help of Adaptive Neuro Fuzzy Inference 

System (ANFIS) classifier.  The adaptive neuro fuzzy inference 

system is basically a machine learning technique that employs 

artificial neural networks for carrying out its task.  It constitutes 

a group of fuzzy rules based on Takagi Sugeno system of fuzzy 

inference [26].  It is composed of five layers called the input 

layer, fuzzification layer, normalization layer, defuzzification 

layer and output layer each of which is enabled with a specific 

work. The equations for each of the layers are given below in (1) 

to (5).  

               (1) 

                                 (2) 

                                                   (3) 

                         (4) 

                                                 (5) 

where, 

x and y - input value of a node i and  

Ai and Bi-2 - linguistic values of a node i. 

 represents the firing strength of a rule i 

 represents the parameter set.  

 - consequent rule. 

It is now considered a highly efficient model of prediction as it 

concatenates the working style of artificial neural networks and 

fuzzy logic. One of the major benefits of fuzzy logic is its ability 

to handle fuzzy data that is incomplete in nature.  This may be 

of particular use in the medical domain where not all the 

information could possibly be collected or available for our 

prediction task.  This model is based on an adaptive learning 

pattern, and it is dynamic in nature as it can alter the connections 

between the fuzzy neurons based on the requirement. This nature 

imparts adaptability to the underlying model because of which it 

is very much suitable for prediction in the medical domain [27].  

It has been used in a variety of areas like control systems, big 

data, recognition of patterns, advanced decision making and 

predictive analysis to a very great extent. Figure 4 shows the 

architectural diagram of this model. 

4. Results and Discussion 

4.1 Experimental results  

In order to carry out the proposed system, input data was 

acquired from Kaggle repository’s Brain stroke prediction 

dataset. It contained electronic health records of 5110 patients. 

Each patient record shows patient ID, gender, age, hypertension, 

heart disease, marital status, work type, residence, glucose level, 
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BMI, smoking status and previous indication of stroke attack. 

Figure 5 below shows the sample electronic health records. 

 

 

 

 

 

Fig. 5. Sample EHR data 

 

Fig. 6. Sample MRI images collected

Figure 6 shows the sample MRI images containing stroke and non-

stroke attack brain segments. During preprocessing the electronic 

health records, 78 redundant records were identified and removed 

from the dataset. Redundancy could not be avoided in such large 

databases which contain information of more than 5000 patients. 

Similarly, 523 values pertaining to BMI and average glucose level 

were found missing in the database which were filled with average 

values of the corresponding rows. Figure 7 shows the output of 

outlier rejection where the information is not considered necessary 

for the proposed system.  
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Fig.7. Outlier Rejection 

Three columns such as marital status, residence and work type 

are not essential for the stroke prediction task and hence are 

considered as outliers and removed from the dataset. Figure 8 

shows the output of label encoding task of data preprocessing. 

In this dataset string values were possessed only by smoking 

status column. It has been label encoded and its values are 

converted into integers as follows. 

‘Never smoked’ = 0; ‘Formerly smoked’ = 1; ‘Smokes’ = 2 

Figure 9 shows the segmented MRI images using SegNet 

algorithm. Figure 10 shows the workflow of ANFIS based stroke 

prediction. 

 

Fig. 8. Label Encoding 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(10s), 576–585 |  583 

 

Fig. 9. SegNet based brain MRI segmentation 

 

Fig.10. Stroke Prediction of ANFIS 

4.2 Performance metrics 

Predictive performance of the proposed model is calculated using 

metrics like accuracy, sensitivity, specificity, F1 score. They are 

calculated from True Positive (TP), True Negative (TN), False 

Positive (FP) and False Negative (FN) values. Equations of all of 

them have been given below.  

 

  Accuracy =                                                    (6) 

 

  Sensitivity =                                                             (7) 

 

Specificity =                                                         (8) 

 

 =                                        (9) 

Table 1. Stroke Prediction Performance 
S.No. Metrics Values 

1.  Accuracy 97.46 

2.  Sensitivity 94.85 

3.  Specificity 95.3 

4.  F1-Score 96.67 

Table 1 shows the predictive performance of the proposed model. 

Figure 11 illustrates the prediction performance of the ANFIS 

model in a graphical format. 
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Fig. 11. Performance of ANFIS stroke prediction 

4.3 Comparative Analysis with Existing Techniques 

  The performance of the proposed ANFIS model is compared 

with predictive performance of classifiers such as Logistic 

Regression, Random Forest, Xgboost, Adaboost and Gated 

Recurrent Units (GRU).  Table 2 shows the comparison of the 

various model’s accuracies produced in terms of stroke prediction. 

Table 2. Performance Comparison with existing methods 

S.No. Methods 
Prediction 

Accuracy 

1. Logistic Regression 73.4 

2. Random Forest 81.75 

3. XGboost 87.2 

4. Adaboost 91.2 

5. GRU 93.42 

6. Proposed system 97.46 
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Fig. 12. Comparative analysis 

 
Fig. 13. ROC Curve analysis 

Figure 12 portrays the comparative analysis of the proposed model 

along with its existing classifiers. Figure 13 shows the ROC curve 

analysis of ANFIS model. It is evident from the figure that both the 

cases of occurrence and non-occurrence of stroke have AUC 

values higher than 0.98 which indicate good prediction 

performance of the proposed ANFIS model. 

5. Conclusion 

Machine learning has produced enormous revolutions in the 

medical domain as far as predictive analysis is concerned.  Disease 

prediction is now becoming the pioneer in medical analysis as 

there is a rage of new deadly diseases surging in. The disease of 

stroke is believed to pose a great threat to humanity in future as 

there is a continuous rise of neurological disorders and the 

psychological tension faced by human beings seems no bound 

nowadays.  Hence in order to combat the prevalence of stroke, this 

paper proposes a novel method of stroke prediction using adaptive 

neuro fuzzy inference system. The proposed system achieves an 

accuracy of 97.46%, sensitivity of 94.85%, specificity of 95.3% 

and F1 score of 96.67%. It is evident from the results that our 

proposed model outperforms all the other existing techniques in 

terms of stroke prediction and is found to showcase good 

predictive analytics.  
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