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Abstract: The problem of data security in 5G-IoT network has been well studied. The support of rapid communication provided by the 

network has been used by various sectors. The security threat has been identified in the same frequency as it supports the communication. 

Towards handling such intrusion threats, there exist numerous techniques which address specific problem and consider only limited factors 

of communication. This inclined their performance against security towards different threats. To address this issue, an efficient Real-time 

Feature Impact Optimization (RFIO) based DNN model (RFIO-DNN)  is presented in this article. The method uses multiple standard data 

sets for the evaluation of the methods in restricting different threats. To start with, the data sets are merged and normalized to a single entity 

using Feature Level Fuzzy Normalizer. Second the method applies Feature Impact Optimization (RFIO) algorithm towards feature 

selection. Using the features selected, the method trains the deep neural network. At the test phase, the neurons of the network compute 

Feature Level Trust (FLT) and Transmission Level Trust Weight (TLTW).   Using these values, the output layer neuron computes Multi 

Constraint Trust Weight (MCTW) according to the IoT devices present in the transmission route. Incoming data are classified with MCTW 

towards intrusion detection.   

Keyword: 5G-IoT Networks, wireless networks, Intrusion attack, Intrusion detection, RFIO, RFIO-DNN. 

 

1. Introduction 

The recent trends in communication sector have been used 

by various domains of business world. The increased use of 

internet technology requires high speed communication at 

all times. The entry of 5G-IoT network supports the high 

speed communication. The 5G-IoT network  has number of 

IoT nodes which is capable of transmitting data through the 

frequency and supports data communication in the network. 

Unlike other generation networks, the IoT devices can be act 

as a router which supports the higher speed communication. 

In this model, the IoT devices receives the data packets 

belongs to other nodes and act as a forwarder. This increases 

the data rate of the network to improve the transmission 

speed and increases the QoS performance. 

Like any network, 5G-IoT network has different threats 

towards the data transmission. The intrusion attack is the 

most dominant network threat, which allows the malicious 

node to perform any malicious activity. By learning the data 

transmission in the network,, the IoT devices would perform 

any kind of intrusion attack. 

For example, when the data transmitted in the network is 

about an fund transfer then it would learn the data which 

contains information about the account details and security 

passwords, then the malicious node would malformed the 

data and perform different threats. Similarly, in case of 

intrusion attack, adversary can intrude and analyze complete 

data transmission and access various services to collect the 

data to perform any threat in future.  

 Towards detecting intrusion attack, various IDS are 

described in literature. The most approaches consider only 

limited features and limited records in analyzing the trust of 

users. But, they produce poor performance in intrusion 

detection, which challenges entire functioning.  However, 

the performance of IDS can be improved by considering 

more number of features and factors. Also, the performance 

is greatly depending on the volume of data set being used. 

The most data sets contain only specific features but by 

combining multiple data sets, the volume as well as feature 

size can be improved. On the other side, the general methods 

are not capable of handling huge volume of data, so that, 

deep learning methods can be used in this case. The 

Decision Tree, Support vector machine, Naïve Bayes 

Classifier, KNN and other are capable of handling limited 

features and records. By considering deep learning models, 

the performance of classification can be improved. The deep 

learning algorithms would handle huge volume of data 

toward the problem of intrusion detection.  

With the consideration to improve the performance in IDS 

in 5G-IoT networks, an efficient Real-Time Feature Impact 

Optimization (RFIO) Based  Deep Neural Network 

Model is presented in this article. This approach intended to 

club multiple data sets like NSL-KDD, UNSW-NB15 and 

 1Research Scholar, Faculty of Arts and Science  Vinayaka Missions 

Research Foundation, Salem, Tamil nadu State-636308 

Emil:rram2005@hotmail.com 
2Professor,Department of Computer Science and 
Engineering,Aarupadaiveedu Institute of Technology, Vinayaka Missions 

Research Foundation,Paiyanoor, Chengalpattu District. Tamil Nadu State-

613104.Emil: srajaprakash_04@yahoo.com 
 

mailto:rram2005@hotmail.com


International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(11s), 199–204 |  200 

AWID are considered for the analysis. The method applies 

the normalization technique and RFIO feature selection 

scheme to extract the features. Further, the method trains the 

network and performs classification by computing MCTW 

measure towards intrusion detection.   

2. Related Work 

There are number of approaches described in literature to 

handle the intrusion detection problem in 5G-IoT networks. 

This section briefs set of methods related to the problem. 

A light weight secure routing (LSR) is presented in [1], 

which uses ant colony optimization to measure direct and 

indirect trust values towards secure routing in WSN.  An 

cluster based scheme is presented in [2], towards secure 

routing in 5G networks, which choose a cluster head 

according to the genetic algorithm and BAT algorithm.  An 

energy efficient data aggregation method (EEDAM) is 

presented in [3], which reduces energy by performing data 

aggregation at cluster level and chooses IoT with least delay 

with blockchain security.  A hierarchical trust management 

scheme (TSW) is presented in [4], which support 

cooperative decision making strategy in various nodes by 

computing trust values towards secure routing.  A 

blockchain based model is presented in [5], which applies 

machine learning classifier like histogram gradient boost 

(HGB) towards classifying the malicious node.   

Time Interval Conditional Entropy- Based Intrusion 

Detection System (TCE-IDS) is presented in [6], which 

measure the conditional entropy towards detecting intrusion 

attack in    Automotive Controller Area Networks.  

A two-stage network traffic anomaly detection model is 

presented in [7], which performs dimensionality reduction 

of edges in 5G network and applies deep neural network 

classifier to detect the threat.   

A Layer wise Graph Theory Based Intrusion Detection 

System (LGTBIDS) is presented in [8], which analyze the 

layers and identifies the vulnerable nodes according to the 

energy efficiency. The attacked nodes are re-authenticated 

with the system.  

A traffic load learning framework is presented in [9], to 

perform intrusion attack. The method monitors the traffic 

and estimates the possible load, and identifies the intrusion 

attack.   

A Convolutional Neural Network (CNN) with Gated 

Recurrent Unit (GRU) model (CNN-GRU) is presented in 

[10], which detect the cyber threat using the image data.   

A 5G-IoT node authentication scheme is presented in [11], 

which increases the unique radio frequency (RF) 

fingerprinting data to train the Deep learning model to detect 

legitimate and non-legitimate IoT nodes.   

A Few-shot Latent Dirichlet Generative Learning (FLAG) 

based semantic-aware traffic detection is presented in [12], 

which augment the trained data and uses Fuzziness Recycle 

Method (FRM) with long short-term memory (LSTM) to 

perform classification.   

A Wasserstein Distance-based Combined Generative 

Adversarial Network (WCGAN) is presented in [13], which 

updates the loss function and combines multiple generators 

towards intrusion detection. 

A pattern-based feature selection a method is presented in 

[14], which uses machine learning (ML) based botnet 

detection system. The method generates dominant pattern 

feature values and identifies maximal frequent item sets. 

The method uses unsupervised learning to perform feature 

selection.  

For a wireless Mobile Ad-Hoc network (MANET) to 

operate at high data rates, efficient packet access must be 

improved. Due to similar traits with trustworthy nodes in the 

sensing region, reducing the severity will be a challenging 

task because the deterioration is brought on by the discovery 

of malicious nodes [15].  

IoT is one of the upcoming internet technologies that 

focuses on the delivery of services and adjusting the way 

that technologies are implemented across various 

communication networks [16]. 

3.Real-time Feature Impact Optimization (RFIO) 

Based DNN model (RFIO-DNN): 

The RFIO-DNN model reads the data sets and merges the 

data set. The merged data set is normalized using Feature 

Level Fuzzy Normalizer. Further, Feature Impact 

Optimization (RFIO) algorithm is applied to select specific 

features from the data set. Then, the features and values of 

the records is extracted and converted into feature vector. 

Extracted feature vector set has been used to train DNN. At 

the test phase, the neurons of network compute Feature 

Level Trust (FLT) and Transmission Level Trust Weight 

(TLTW).   Using these values, the output layer neuron 

computes Multi Constraint Trust Weight (MCTW) 

according to the IoT devices present in the transmission 

route. Using MCTW, the incoming data are classified. 

 

Fig 1: Working Diagram of Proposed RFIO-DNN Model 
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The working model of proposed RFIO-DNN scheme is 

presented in Figure 1, where the functional aspects of each 

stage have been briefed in this section. 

3.1 Feature Level Fuzzy Normalizer 

The feature level fuzzy normalizer reads the multiple data 

sets initially. Set of features available in the data set are 

identified. Also, class based tuples are collected. Using the 

range_min and range_max values, the method generates 

number of ensemble for each tuple according to different 

features of various data set. The method generates k number 

of ensemble with exact values of all features of the tuples of 

different data records. Further, the method generates N 

mutations according to the range min and range max values 

of the data set.   

Algorithm: 

Given: Data sets Ds 

Obtain: Preprocessed data set Pds 

Start 

 Read Ds. 

Initialize feature set Fs =  

𝑆𝑖𝑧𝑒(𝐷𝑠)

𝑠𝑖𝑧𝑒(𝐷𝑠(𝑖))

(∑ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∈ 𝐷𝑠(𝑖)(𝑗))  ∪ 𝐹𝑠
𝑗 = 1
𝑖 = 1

  

For each data set D 

 Find class data Cd = 

𝑠𝑖𝑧𝑒(𝐷)

∑ 𝐷(𝑖). 𝑐𝑙𝑎𝑠𝑠 == 𝑐
𝑖 = 1

 

For each feature f 

  Compute Range _Min = 

𝑠𝑖𝑧𝑒(𝑐𝑑)

𝑀𝑖𝑛(𝐶𝑑(𝑖))
𝑖 = 1

 

  Compute Range_Max = 

𝑠𝑖𝑧𝑒(𝑐𝑑)

𝑀𝑎𝑥(𝐶𝑑(𝑖))
𝑖 = 1

 

 End 

For each other data set Od 

 Find Class C’s Tuple set Ts = 

𝑆𝑖𝑧𝑒(𝑂𝑑)

∑ 𝑂𝑑(𝑖). 𝑐𝑙𝑎𝑠𝑠 == 𝐶
𝑖 = 1

 

 

 Find features set Fs = 

𝑠𝑖𝑧𝑒(𝑇𝑠)

(∑ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∈ 𝑇𝑠(𝑖))  ∪ 𝐹𝑠
𝑗 = 1

 

 For each record r of Cd 

 Add features of Fs with r 

 R = ((∑ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∈ 𝑟)  ∪  ∑ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝐹𝑠) 

For each feature  f belongs to Fs in R 

R(Fs(f))= Random(Fs(f).range_min, Fs(f).range>max) 

    End 

   End 

  End 

 End 

Stop 

The feature level normalizer algorithm finds the features of 

other data sets and computes Range_min and Range_max 

values. According to the range values, the method generates 

number of records and appends the features of other data set 

and initializes them with different random values between 

the ranges computed.  The preprocessed set is used to 

perform intrusion detection. 

The above algorithm computes feature impact frequency for 

variety of features on the different data set. As per frequency 

values, a subset of features are identified to perform 

intrusion detection. 

3.3 DNN Training 

The method trains the deep neural network with number of 

intermediate layers. The number of intermediate layer is 

decided according to the number of classes and number of 

trust values measured. Accordingly, the model trained with 

six layers with four intermediate layers. The first 

intermediate layers involve in computing Feature Level 

Trust (FLT) and Transmission Level Trust Weight (TLTW) 

for the binary class with 1, where the second two 

intermediate layers are designed to compute Feature Level 

Trust (FLT) and Transmission Level Trust Weight (TLTW) 

values for the binary class 0. The output layer returns two 

set of Feature Level Trust (FLT) and Transmission Level 

Trust Weight (TLTW) values which has been used to 

compute MCTW value to perform intrusion detection.   

3.4 DNN Testing 

The test sample given has been taken for DNN testing. With 

the tuple given, the method extracts the features and 

generates the feature vector. Generated feature vector has 

been passed to the network trained. The first intermediate 

layers involve in computing Feature Level Trust (FLT) and 

Transmission Level Trust Weight (TLTW) for the binary 

class with 1, where the second two intermediate layers are 

designed to compute Feature Level Trust (FLT) and 

Transmission Level Trust Weight (TLTW) values for the 

binary class 0. Obtained result on the output layer has been 

used to compute MCTW value. Estimated value has been 

used to perform intrusion detection. 
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Algorithm: 

Given: DNN, Test Sample Ts 

Obtain: Class C 

Start 

 Read DNN and Ts. 

 Feature vector fv = ∑ 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∈ 𝑇𝑠 

 Pass Fv to DNN. 

At first intermediate layer  

Each neuron computes Feature Level Trust Flt for genuine 

class. 

FLT (gc)  = 

𝑠𝑖𝑧𝑒(𝐶𝑠)

∑(

𝑠𝑖𝑧𝑒(𝐹𝑣)

𝐶𝑜𝑢𝑛𝑡(𝐷𝑠𝑡(𝐹𝑣(𝑗),𝐶𝑠(𝑖)(𝑗))<𝑇ℎ)

𝑗=1
𝑠𝑖𝑧𝑒(𝐹𝑣)

)

𝑠𝑖𝑧𝑒𝑖=1

𝑆𝑖𝑧𝑒(𝐶𝑠)
 

At second intermediate layer. 

Each neuron computes Tltw value for genuine class. 

Compute Transmission Level Trust Weight Tltw. 

Tltw (gc) = 

𝑠𝑖𝑧𝑒(𝐶𝑠)

𝐶𝑜𝑢𝑛𝑡(𝐶𝑠(𝑖).𝑠𝑡𝑎𝑡𝑒==𝐺𝑒𝑛𝑢𝑖𝑛𝑒)
𝑠𝑖𝑧𝑒(𝑖=1)

𝑆𝑖𝑧𝑒(𝐶𝑠)
 

Third intermediate layer computes FLT for malicious class. 

FLT (mc)  =  

𝑠𝑖𝑧𝑒(𝐶𝑠)

∑(

𝑠𝑖𝑧𝑒(𝐹𝑣)

𝐶𝑜𝑢𝑛𝑡(𝐷𝑠𝑡(𝐹𝑣(𝑗),𝐶𝑠(𝑖)(𝑗))<𝑇ℎ)

𝑗=1
𝑠𝑖𝑧𝑒(𝐹𝑣)

)

𝑠𝑖𝑧𝑒𝑖=1

𝑆𝑖𝑧𝑒(𝐶𝑠)
 

Fourth intermediate layer computes Tltw value for 

malicious class. 

 Tltw (Mc) = 

𝑠𝑖𝑧𝑒(𝐶𝑠)

𝐶𝑜𝑢𝑛𝑡(𝐶𝑠(𝑖).𝑠𝑡𝑎𝑡𝑒==𝐺𝑒𝑛𝑢𝑖𝑛𝑒)
𝑠𝑖𝑧𝑒(𝑖=1)

𝑆𝑖𝑧𝑒(𝐶𝑠)
 

Output layer returns Flt(gc)Tltw(gc),Flt(mc) and Tltw(mc).  

Compute MLTW value for genuine class  

               MLTW(gc) = FLT(gc)×TLTW(gc). 

Compute MLTW value for malicious class  

              MLTW(mc) = FLT (gc)×TLTW(gc). 

Class C= choose the class value with maximum MLTW 

value  

Stop 

The DNN testing algorithm computes MLTW value for 

various classes and based on that the method identifies the 

class of data. 

 

4. Results and Discussion 

The proposed model is implemented using matlab and 

performance is measured   using different data sets. The 

performance evaluation is carried out by using NSL-KDD, 

UNSW-NB15 and AWID data sets.   

Classification Accuracy: 

The performance of the method is measured for its 

classification accuracy. It has bee measured as follows: 

Classification Accuracy = 
TP+TN

TP +TN+FP+FN
  

Precision: 

The precision represent the positive rate produced by the 

method in classification. It has been measured as follows: 

PR= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
   

Recall: 

Recall is the measure which represents the true positive rate 

produced by the method. It has been measured as follows: 

TPR =  
TP

TP +FN
   

False Positive Rate: 

FPR is the measure which represents the ratio of false 

classification produced by the method. It has been measured 

as follows: 

                         FPR =  
FP

FP +TN
   

According to the above factors, the methods are measured 

for their performance and presented in this section. 

Table 1: Analysis on various metrics 

Methods 
TPR 

(%) 

FPR 

(%) 

Precision 

(%) 

Accuracy 

(%) 

LGTBIDS 89 5 81.65 93.80 

TCE-IDS 75 8.75 68.18 88 

FLAG 68 11.75 59.13 84.20 

CNN-

GRU 

80 6.25 76.19 91 

RNN-

LSTM 

99 2.3 98.9 99 

RFIO-

DNN 

99.2 1.4 99.4 99.6 

    

The performance of the method is evaluated on different 

metrics and displayed in Table 1. The proposed RFIO-DNN 

method introduces higher performance in all the factors. 
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               Fig 2.Performance Analysis 

Analysis of various metrics is performed and compared in 

Figure 2. The proposed, RFIO-DNN algorithm has 

produced higher performance in all the factors. The method 

used NSL-KDD and UNSW-NB 15 data sets. Both were 

merged and normalized to frame the data set and features 

are extracted to train the model. Accordingly, the method 

are measured for their performance and presented in the 

above Figure 2. In all the case, the RFIO-DNN algorithm 

has produced higher performance than others. 

 

                  Fig 3: Analysis on Accuracy 

The performance in classification accuracy is measured for 

different data sets and presented in Figure 3. The proposed 

RFIO-DNN algorithm has produced higher accuracy in 

classification than other methods. 

 

           Fig 4: Analysis on false ratio 

The ratio of false classification produced by different 

methods are measured and presented in Figure 4. The 

proposed RFIO-DNN algorithm has produced less false 

classification than others. 

5.Summary 

This paper presented a novel real-time feature impact 

optimization based DNN model (RFIO-DNN) towards 

intrusion detection in 5G networks. The method uses 

various data sets and merge them towards normalization 

using Feature Level Fuzzy Normalizer. Further, Feature 

Impact Optimization (RFIO) algorithm is applied to select 

specific features from the data set. Then, the features and 

values of the records is extracted and converted into feature 

vector. Extracted feature vector set has been used to train 

the deep neural network. At the test phase, the neurons of 

the network compute Feature Level Trust (FLT) and 

Transmission Level Trust Weight (TLTW).   Using these 

values, the output layer neuron computes Multi Constraint 

Trust Weight (MCTW) according to the IoT devices present 

in the transmission route. Using the value of MCTW, the 

method classifies the incoming data as well as node to 

perform intrusion detection. 
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