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Abstract: The driver drowsiness detection system aims to enhance road safety by preventing accidents caused by driver fatigue. Despite 

progress in drowsiness detection using various approaches, existing methods often lack accuracy in capturing subtle aspects like facial 

expressions, eye movement patterns, micro head gestures, changes in blink frequency, and variations in steering control of driver 

behavior can often provide crucial insights into their level of alertness and potential drowsiness while operating a vehicle. This work 

introduces a novel framework that combines facial landmarks and the Yolov5 architecture to enhance drowsiness detection. By 

extracting relevant facial features using a modified Yolov5 architecture, the system gains a comprehensive understanding of the driver's 

state during operation, enabling it to detect even subtle indicators of drowsiness. The framework's integration with facial landmarks 

allows for the observation of minute changes in facial expressions, providing valuable insights into the driver's level of alertness. The 

framework was evaluated on the benchmark UTA and custom dataset, where the proposed model achieved an accuracy of 95.5% and 

96.4% respectively. In comparison with the state-of-the-art techniques, the proposed system achieves an improvement of 3.2%.   

Keywords: Drowsiness Detection, You Only Look Once (YOLO) v5, Face Detection, Facial Landmark, Data Augmentation. 

1. Introduction 

Drowsy driving plays a vital  role in  road accidents.. 

When a driver becomes drowsy or falls asleep at the wheel, 

they may be unable to react quickly enough to unexpected 

situations or make safe decisions. This can lead to 

accidents that cause property damage, injuries, or even 

fatalities [1]. There are several reasons why driver 

drowsiness can occur, including lack of sleep, sleep 

disorders, medications, and alcohol consumption [2]. 

Drivers who are fatigued or sleep-deprived are particularly 

at risk of drowsiness. It's essential to recognize the signs of 

driver drowsiness, which may include yawning, blinking 

frequently, drifting out of lanes, missing exits or traffic 

signs, and difficulty focusing or keeping their eyes open 

[3].  

As per the US National Highway Traffic Safety 

Administration (NHTSA)[4], drowsy driving is believed to 

contribute to approximately 7% of all accidents and 16% 

of fatal crashes in the United States. 

 

Driver drowsiness is a significant problem in India. 

According to a study conducted by the Indian Ministry of 

Road Transport and Highways[5], driver fatigue was 

identified as a contributory factor in 4.6% of all road 

accidents in the country in 2021. Another study conducted 

by the Save LIFE Foundation, a non-profit organization, 

found that driver fatigue was a contributing factor in 

37.6% of road accidents on highways in India. Most 

drivers and pedestrians endure catastrophic injuries as a 

result of drowsy driving; however, drowsiness detection 

technologies are still lacking in the Advanced Driver 

Assistance System (ADAS)[6]. Forty percent of road 

fatalities and injuries are caused by drivers who are too 

sleepy to pay attention, according to the Central Road 

Research Institute (CRRI)[7]. About one hundred thousand 

incidents occur annually due to sleepy driving, resulting in 

two thousand fatalities and seventy thousand injuries, as 

reported by the NHTSA[8]. Overall, these statistics 

motivate us to develop an effective driver drowsiness 

detection system[9].  

Driver drowsiness detection systems also face significant 

challenges, including the need to achieve high accuracy 

and reliability in detecting drowsiness amidst variations in 

driver behavior and facial expressions [10]. System 

performance can be affected by environmental factors like 

lighting and weather, underscoring the importance of 

effectively handling false positives and false negatives to 

ensure reliability [11].The above challenges also stress the 

need for an effective driver drowsiness detection system. 

Existing drowsiness detection methods, which often utilize 

facial analysis and vehicle dynamics through computer 

vision, have limitations in capturing subtle facets of driver 

behavior, resulting in reduced accuracy and reliability[12]. 

The challenge lies in developing a novel framework that 

effectively detects driver drowsiness, accommodating the 

variability in driver behavior, and achieving real-time 

processing for timely intervention. Additionally, the 

system must handle diverse environmental conditions, and 

_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________ 

1,2 School of Computer Science and Engineering, VIT-AP University, 
Amaravati, India 

* Corresponding Author Email: divyameena.s@vitap.ac.in  

mailto:divyameena.s@vitap.ac.in


International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(11s), 437–449 |  438 

minimize false positives and negatives. This work aims to 

address these challenges and provide an efficient and 

reliable drowsiness detection system. 

Understanding how to identify drivers who are too drowsy 

to safely operate a vehicle has become a major focus of 

study in recent years[13]. Technology, such as fatigue 

detection systems and driver assistance systems, can also 

play an important role in preventing road accidents due to 

driver drowsiness. Some vehicles feature drowsiness alert 

systems incorporating lane departure warnings, collision 

alerts, and automatic braking[14]. However, a significant 

limitation is the reliance on physical cues, overlooking 

cognitive fatigue, potentially leading to delayed 

interventions and compromised road safety. Wearable 

devices offer drowsiness detection and alerts for drivers, 

prompting breaks or stops[15]. Yet, a key limitation is their 

external placement, inhibiting direct monitoring of vital 

signs and potentially missing early signs of fatigue or 

impairment. Drowsiness detection through facial and 

behavioral analysis holds significant promise due to 

several compelling reasons. Firstly, facial analysis can 

capture subtle changes in expressions and eye movements, 

directly reflecting cognitive states like drowsiness [16]. 

Secondly, behavioral analysis, including steering patterns 

and head movements, offers real-time insights into driver 

engagement. Thirdly, the non-intrusive nature of these 

methods ensures driver comfort and facilitates widespread 

adoption[17]. Lastly, advancements in computer vision and 

machine learning empower accurate and timely alerts, 

contributing to enhanced road safety and accident 

prevention[18]. 

The main contribution of this work is the introduction of a 

novel framework that addresses the challenge of driver 

drowsiness detection using facial analysis. Through the 

integration of facial landmarks and the Yolov5 

architecture, the suggested method attains a thorough 

comprehension of the      driver's state during operation, 

thereby improving the precision and dependability of 

drowsiness detection. The integration of facial landmarks 

enables the system to capture subtle indicators of 

drowsiness by observing minute changes in facial 

expressions, providing valuable insights into the driver's 

level of alertness. The framework's robustness is 

demonstrated through impressive experimental results, 

achieving an accuracy of 95.5% and 96.4% on both the 

UTA and custom datasets respectively. 

The rest of this paper is arranged as follows: Section II 

discusses the related work. The proposed methodology is 

described in Section III, a description of the Experimental 

framework in Section IV, Section V focuses on the 

Experimental analysis and results of the YOLOv5. The 

work mentioned above is concluded in Section VI. 

 

 

2. Related Work 

In this section, we start by discussing the various 

techniques available for driver drowsiness detection. We 

also discuss the literature on physiological, vehicular, and 

behavioral-based techniques. Toward the end, we list the 

research gaps in the driver drowsiness detection system  

2.1Classification of drowsiness detection techniques 

Drowsiness detection techniques may be broken down into 

three different subsets, including physiological 

measurements, vehicle-based measures, and facial analysis 

[19,20]. First of all, as a driver gets weary, their physical 

circumstances change, and this shows up in their heart rate, 

body temperature, pulse rate, and other physiological 

markers [21]. Conventional techniques for determining a 

person's health status often involve the use of 

electrocardiograms [22], electroencephalograms [23], 

electromyograms [24], and electrooculograms [25]. Driver 

comfort while wearing sensors is a major concern when 

using physiological approaches, which is a major 

drawback [26].  

Secondly, measurements used within the car can pick up 

signs of sleepiness in the driver by monitoring things like 

the driver's hand placement on the wheel, instances of 

erratic braking, and fluctuations in speed [27]. To detect 

drowsiness while driving, sensors are mounted in various 

parts of the car to track the driver's actions and track 

driving patterns. The primary problem with vehicular 

approaches is that the vehicle's behavior is influenced by 

factors such as bad weather and road conditions, excessive 

medicine, lack of sleep, etc. To overcome the problems 

with the first and second techniques, machine learning and 

computer vision algorithms (CV)  are used to analyze a 

person's behavior or face to determine if they are 

sleepy[28].  

2.2 Literature on physiological and vehicle-based 

techniques 

Zuojin Li et al[29]. looked at the strategies that may be 

implemented in a vehicle. With the use of in-car sensors, 

they were able to collect information on the driver's state 

of fatigue, including yaw angles and steering wheel angles. 

The entropy is derived from a series of data used to 

analyze the characteristics acquired from steering wheel 

angles and yaw angles [30]. Using a classifier trained with 

input from Back-propagation Neural Networks and 

features approximating the driver's entropy, the study was 

able to accurately predict the driver's drowsiness with an 

accuracy of 87.21 percent. The driver is classified by the 

algorithm to be either sleepy or very drowsy.  

2.3Literature on behavioral-based techniques 

In recent years, behavioral techniques have been 

established to address the shortcomings of physiological 
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and vehicle-based approaches [31]. To identify drowsiness, 

many new behavioral techniques have emerged in recent 

years. Different authors have employed different 

algorithms to identify facial expressions and levels of 

tiredness[32]. Drowsiness detection may be achieved with 

the help of neural network techniques such as CNN [33], 

ANN, Naive Bayes classifier, and GAN's.  

Due to their focus on the driver's behavior instead of 

vehicle behavior, behavioral approaches should be more 

accurate than vehicular methods. Physiological methods, 

yield very precise outcomes but are rarely employed 

because of their complexity. Sherif Said et al. introduced 

driver fatigue of the driver drowsiness system using the 

Viola-Jones to identify areas of the eye and face, which 

represents a significant improvement over previous 

behavioral approaches [34]. The driver's level of 

drowsiness is monitored by the device, which then triggers 

an alarm. The system was evaluated in both indoor and 

outdoor settings, and it achieved 82% and 72.8% success 

rates in those two conditions, respectively.  

FengYou developed a procedure that prepares the driver 

for online use by first training it in isolation. Dlib's68  

point facial landmarks are utilized to determine the eye 

aspect ratio once the CNN in Dlib has detected the face 

areas. Drowsiness detection systems typically consist of 

two phases: offline training using an SVM classifier and 

continuous online monitoring of the driver. The suggested 

technique has an accuracy of 94.8% based on a 

comparative study, however, the key drawback is the SVM 

classifier needs training from the end users. The data 

augmentation technique of Generative Adversarial 

Networks (GAN) and the prediction technique of 

Convolutional Neural Networks (CNN) were both 

presented in [35]. The authors conducted extensive 

research and found that by using GAN, they were able to 

create fresh data samples (real-world photos), and by 

incorporating CNNs, they were able to improve the 

model's accuracy.  

The method proposed by R Tamanani et al. uses a pair of 

sequential systems: one system that uses the Haar cascade 

to detect the face data from a live video feed, and an output 

system that uses the CNN LeNet architecture[36]. With 

cross-validation on UTA-RLDD, the model obtained 

averages of 91.8% accuracy, 92.8% precision, 92% recall, 

and 92% F1-score. The system has a 98% success rate on a 

bespoke dataset, with an accuracy of 84% on training data, 

88% on validation data, and 88% on testing data.  

ResNet (Residual Network) proposed by Kaiming He et al 

has been used in drowsiness detection system. ResNet's 

depth and complexity in driver drowsiness detection can 

lead to overfitting and demand substantial labeled data 

[37]. Its computational intensity and potential limitations 

in capturing nuanced behavioral cues might necessitate 

careful integration with complementary techniques for 

real-time and accurate drowsiness detection. 

Similarly, RNNs [39], LSTMs [40], and Bi-LSTMs [41] 

used for driver drowsiness detection may suffer from 

vanishing gradient issues and limited memory cell 

capacity, potentially hindering their ability to capture 

intricate patterns. Additionally, their training complexity 

and susceptibility to overfitting, along with challenges in 

real-time operation and model interpretability, underscore 

the need for careful consideration and potential 

combination with other techniques. 

Out of all the neural networks, YOLO (You Only Look 

Once) has emerged as a prominent choice for driver 

drowsiness detection, often integrated with complementary 

techniques such as Haar Cascade and facial landmarks 

[42], This multi-pronged approach leverages YOLO's real-

time object detection capabilities, enabling accurate 

identification of key facial features and contextual cues 

associated with drowsiness. The synergy between YOLO 

and these supplementary techniques enhances the overall 

robustness and efficacy of drowsiness detection systems, 

showcasing a dynamic fusion of modern computer vision 

and traditional machine learning methodologies to tackle 

the critical issue of driver safety. In summary, the 

following research gaps are identified: 

i). Poor Performance in Low Lighting: Many 

established algorithms exhibit suboptimal performance in 

low-light environments, leading to an elevated rate of false 

positives. This deficiency inhibits their practical 

applicability in real-world contexts marked by variable 

lighting conditions. 

ii). Inability to Detect Eyes with Eyeglasses: Some 

models encounter difficulties in accurately detecting 

drivers' faces when eyeglasses are worn. This issue 

introduces the risk of false negatives, compromising the 

reliability of the entire system and raising concerns about 

its effectiveness in scenarios involving drivers who wear 

glasses. 

iii). Challenges with Masked Drivers: Certain models 

reliant on mouth-related features struggle to detect 

drowsiness in drivers wearing masks, as exemplified by the 

COVID-19 pandemic. This limitation introduces 

uncertainties in drowsiness detection accuracy, particularly 

when mask usage is prevalent, underscoring the need for 

improved methodologies. 

To address these pressing research gaps, this work 

introduces an innovative model that leverages the robust 

capabilities of YOLO v5 and facial landmarks for precise 

driver drowsiness detection. Notably, this approach 

presents a novel solution for countering the challenges 

posed by poor lighting conditions through the strategic 

implementation of histogram equalization and contrast 

equalization techniques. These enhancements enhance the 
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clarity and quality of input data, allowing the model to 

achieve more accurate and reliable drowsiness detection 

outcomes. By seamlessly integrating cutting-edge 

technology and sophisticated image processing techniques, 

this proposed framework promises to bridge the existing 

gaps and significantly advance the field of driver 

drowsiness detection, ultimately contributing to enhanced 

road safety and accident prevention. 

3. Proposed Methodology 

In this section, we discuss the proposed methodology for 

the driver drowsiness system which has two phases 

namely, face extraction and drowsiness detection. First, we 

extract faces using facial landmarks, and then detect 

drowsiness using YOLOv5. We also use appropriate data 

augmentation techniques to increase the data and thereby 

improve the performance. The schematic representation of 

the proposed system is illustrated in Figure. 1.  

3.1Data Augmentation: 

In this work, we use data augmentation for the custom 

dataset alone and not on the benchmark UTA dataset. 

Appropriate data augmentation techniques are applied to 

the custom dataset to increase the size and thereby improve 

the model performance. Data augmentation is represented 

as A: X → X', where X' is the augmented set of images. 

The augmented dataset X' = {𝑥1′, 𝑥2′, 𝑥3′…,𝑥𝑛′} is 

obtained through various transformations, such as rotation, 

scaling, flipping. 

 

Fig. 1. Illustration of proposed drowsiness detection 

framework with data collection, data augmentation, facial 

landmark identification, and YOLOv5-based drowsiness 

detection modules. 

3.2Face extraction using facial landmark 

Face alignment is the process of identifying key facial 

landmarks such as the eyes, nose, and mouth, and then 

transforming the image so that these landmarks are in a 

standardized position relative to each other. This can be 

achieved using various computer vision techniques, such 

as facial landmark detection and affine transformations. 

Facial landmark detection involves using algorithms to 

detect and locate key facial features, such as the corners of 

the eyes, the tip of the nose, and the corners of the mouth. 

These points are then used as reference points for the 

alignment process. Affine transformations are 

mathematical operations that can be used to rotate, scale, 

and translate an image. Once the facial landmarks have 

been identified, the image can be transformed so that these 

landmarks are in a standardized position relative to each 

other. For example, the eyes can be aligned horizontally, 

and the mouth can be centered vertically. The resulting 

aligned image can be used for a variety of applications, 

such as face recognition, facial expression analysis, and 

virtual try-on. 

Given a set of images X = {𝑥1, 𝑥2,𝑥3….,𝑥𝑛}, where 𝑥𝑖 

represents the 𝑖𝑡ℎ image containing the driver's face, and 

the corresponding labels Y = {𝑦1, 𝑦2,𝑦3….,𝑦𝑛}, where 𝑦𝑖is 

the binary label for the image 𝑥𝑖indicating drowsy (1) or 

non-drowsy (0) state. For each image 𝑥𝑖, the custom face 

extraction model is applied to identify facial landmarks, 

represented as 𝐿𝑖 = {𝑙1, 𝑙2, 𝑙3, ..., 𝑙𝑚}, where 𝑙𝑗 represents 

the 𝑗𝑡ℎ  facial landmark point. The output of the face 

extraction phase results in a set of facial landmarks L = 

{𝐿1, 𝐿2, 𝐿3, ..., 𝐿𝑛}, corresponding to each image 𝑥𝑖in the 

dataset. Facial landmarks are used here to detect faces.  We 

incorporated two landmark predictors: (i) a 68-point 

landmark predictor (refer to Figure 2), and (ii) a 5-point 

landmark predictor. 

The performance of face landmarking was assessed using 

the normalized root mean square error (NRMSE), which 

was normalized concerning the inter-ocular distance 

(IOD). The IOD is defined as the distance between the 

centers of the two eyes. By normalizing the errors in 

landmark localization with the IOD, the evaluation of 

performance becomes impartial to the size of the face or 

the zoom factor of the camera. The normalized distance δ 

is computed as the Euclidean distance d(. , . ) between the 

ground-truth landmark coordinates (x, y) and the predicted 

landmark coordinates(˜x̃, ỹ), normalized by the IOD. 
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Fig. 2.  a) 68-point landmark predictors b) Face landmarks 

(Red dots represents ground truth landmarks, green dots 

represent predicted landmarks). 

Equation 1 shows the formula for the normalized distance 

of each landmark, where the subscript k indicates one of 

the landmarks. 

𝛿𝑘

=
𝑑{(𝑥𝑘,𝑦𝑘), (𝑥̃𝑘 , 𝑦̃𝑘)}

𝐼𝑂𝐷
                              (1)      

2

1

n

k

k
localNRMSE

n


==


                            (2)         

NRMSE of each image (𝑁𝑅𝑀𝑆𝐸𝑙𝑜𝑐𝑎𝑙) is calculated by the 

formula shown in Eqn. 2, where 𝑛 is the number of 

landmarks. 

3.3Drowsiness detection using YOLOv5 

The drowsiness detection phase involves using YOLOv5 

architecture to detect drowsiness based on the facial 

landmarks extracted in the previous phase.  

Mathematically, we define the drowsiness detection model 

as; Let D be the set of all driver drowsiness instances in the 

dataset, X be the set of all input images containing the 

driver's face and Y be the set of corresponding binary 

labels indicating drowsy (1) or non-drowsy (0) states for 

each image in X. The input to the YOLOv5 model is the 

set of facial landmarks L = {𝐿1, 𝐿2, 𝐿3, ..., 𝐿𝑛}. The model 

processes the landmarks and performs binary classification 

to determine whether each driver is drowsy or not, 

resulting in a set of predicted drowsiness labels P = 

{𝑝1, 𝑝2, 𝑝3, ..., 𝑝𝑛}, where 𝑝𝑖  the predicted drowsy (1) or 

non-drowsy (0) state for each driver based on their facial 

landmarks. 

The modified YOLO network we developed is based on 

the YOLOv5 architecture, renowned for its rapid detection 

speed. Our modifications to the model focused on adapting 

it specifically for driver drowsiness detection. This 

involved altering both the backbone and the loss function 

to enhance its suitability for the task. The backbone of our 

network is darknet-53, which combines features from 

darknet-19 and ResNet With 53 convolution layers, 

darknet-53 is more robust and powerful than darknet-19, 

while maintaining greater efficiency compared to ResNet-

101 or ResNet-152. It delivers comparable performance to 

ResNet-152 but achieves twice the speed. 

To integrate multi-scale information effectively, we 

adopted a design inspired by feature pyramid networks 

(FPN) to merge low-level features with high-level features. 

This approach allows us to utilize information from 

different scales in the image, thereby enhancing the 

performance of multi-scale detection. As the features of 

small-scale targets become highly compressed after 

multiple dimensional reductions, subsequent layers may 

not capture sufficient information, resulting in decreased 

efficiency and accuracy. In order to address this challenge, 

we implemented changes to the network architecture of 

darknet-53 by augmenting the number of layers in the first 

two residual blocks. This adjustment facilitated the capture 

of more comprehensive small-scale facial features and led 

to a significant improvement in the performance of driver 

drowsiness detection. 

In the training phase, YOLO employs a multi-part loss 

function encompassing regression loss, classification loss, 

and confidence loss, even when detecting no objects. In the 

original YOLO implementation, the sub-losses are 

weighted equally at a ratio of 1:1:1:1, which is suitable for 

multi-class object detection. However, in the context of 

driver drowsiness detection, which is a binary 

classification problem, we found it necessary to adjust the 

weights to better align with this specific task. Through 

empirical analysis, we revised the weights to 2:1:0.5:0.5, 

assigning greater importance to regression and confidence 

losses. This adjustment aimed to enhance the model's 

performance in detecting driver drowsiness accurately. 

In conventional practice, the evaluation of optimizer 

performance relies on the intersection over union (IoU) 

metric, which measures the overlap between the predicted 

location and the corresponding ground truth. The mean 

squared error (MSE) function is used for regression loss. 

The prior research has identified a discrepancy between 

optimizing MSE and maximizing the IoU value, 

particularly when dealing with non-overlapping bounding 

boxes. To overcome this limitation, the authors introduced 

a new metric known as generalized IoU (GIoU), which 

demonstrates a strong correlation with optimizing the MSE 

function. Drawing inspiration from this study, we 

enhanced the regression loss by adding the original ln-

norm error and a weighted GIoU loss. This modification 

resulted in a more effective optimization objective for our 

driver drowsiness detection model. 

The modified YOLO model uses the darknet framework on 

an NVIDIA GeForce GTX 1080Ti GPU. The training 

process involved using a batch size of 64 samples and 

setting the input image size to 416×416 pixels. To optimize 

the model, stochastic gradient descent with momentum 
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was employed, starting with an initial learning rate of 

0.001, which decayed exponentially every 4,000 steps. To 

enhance the model's versatility and ability to generalize, 

various data augmentation techniques were applied during 

training. These techniques involved adjusting the 

saturation, brightness, and hue of the input images. The 

training process was conducted over 20,000 steps to ensure 

the model reached a desirable level of performance. 

Following training, the model was evaluated on different 

datasets to assess its overall performance and effectiveness 

in various real-world scenarios. The evaluation aimed to 

gauge the model's capabilities and measure its accuracy in 

detecting objects in images. 

The proposed methodology mainly contains three steps 

and are outlined as follows:  

Input: Image X  

Output: C {Drowsy, Non drowsy} 

Dataset: D {UTA U, Custom X} 

1. Data Augmentation: 

   For each image X in the custom dataset: 

      Apply a set of transformations to X, creating an 

augmented image 𝑋′ 

 Augmentation A is defined as, A: X → X' 

 Augmented dataset  X' = {𝑥1′, 𝑥2′, 𝑥3′…,𝑥𝑛′} 

with transformations (𝐴) applied 

 Dataset 𝐷` =  {𝑈 && 𝑋′} 

2. Face Extraction using Facial Landmark: 

   For each image 𝐷` in the dataset: 

      Apply point based landmark predictors to identify 

facial landmarks 𝐿 =  {𝐿1, 𝐿2,   𝐿3, … . , 𝐿𝑛} 

 Extract faces F from Landmark L, 𝐹 = ∑ 𝐿𝑖
𝑛
𝑖=1  

 For the extracted faces, check the NRMSE, 

2

1

n

k

k
localNRMSE

n


==


 

 Where 𝛿𝑘 is defined in Eqn. 1 

3. Drowsiness Detection using YOLOv5: 

   For the extracted faces F in the dataset 𝐷`: 

    Apply YOLOv5 on the extracted faces, F to 

predict the drowsiness labels P = {𝑝1, 𝑝2, 𝑝3, ..., 𝑝𝑛} 

Pseudocode for the proposed methodology are shown as 

follows: 

Input: Dataset D {UTA U, Custom X} 

Output: C {Drowsy, Non drowsy} 

--------Data Collection and splitting ------------- 

1- U → {𝑈1, 𝑈2, 𝑈3, … … . , 𝑈𝑁} ; 𝑈𝑖  ∈ 𝑅𝐿∗𝑊∗𝐶  

2- X → { 𝑋1, 𝑋2, 𝑋3, … … . , 𝑋𝑀} ; 𝑋𝑖  ∈ 𝑅𝐿∗𝑊∗𝐶 

3- F {𝑈 || 𝑋} ; F→ {𝐹1, 𝐹2, 𝐹3, … … . , 𝐹𝑀+𝑁} 

4- {𝐹𝑡𝑟𝑎𝑖𝑛} || {𝐹𝑡𝑒𝑠𝑡}  F 

--------------Data Augmentation -------------------- 

5- For each 𝐹𝑖 in 𝐹𝑡𝑟𝑎𝑖𝑛: 

6-     Augmentation (set of transformations) A: F → 

F' 

7-     𝐹𝑖
′
 A (𝐹𝑖) 

8-     Augmented training set:𝐹𝑡𝑟𝑎𝑖𝑛
′ = {𝐹1′,𝐹2′, 𝐹3′, 

…, 𝐹𝑡𝑟𝑎𝑖𝑛
′

𝑁+𝑀
}  

9- END  For 

--------------Face Extraction using Facial Landmark------

------ 

10- 𝐹(+)
{𝐹𝑡𝑟𝑎𝑖𝑛

′ }||{𝐹𝑡𝑒𝑠𝑡} 

11- For each 𝐹𝑖
(+) in 𝐹(+): 

12- facial landmarks: 𝐿𝑖 =  {𝐿1𝑖 , 𝐿2𝑖 ,   𝐿3𝑖 ,

… . , 𝐿𝑛𝑖}landmark predictors(𝐹𝑖
(+)) 

13- Extracted faces: 𝐸𝐹𝑖∑ 𝐿𝑖
𝑛
𝑖=1  

14- 𝐹𝑜𝑟 𝐸𝐹𝑖 ,

2

1

n

k

k
localNRMSE

n


==


 

15- 𝐸𝑁𝐷 𝐹𝑜𝑟 

--------------Face classification using YoloV5------------ 

16- For each 𝐸𝐹𝑖in EF: 

17- drowsiness labels:𝑃𝑖  = {𝑝1𝑖 , 𝑝2𝑖 , 𝑝3𝑖 , ..., 

𝑝𝑛𝑖}YOLOv5 (𝐸𝐹𝑖) 

18- 𝐶𝑖 {Drowsy, Non drowsy}𝑃𝑖  

19-  END For 

Since most of the datasets have wide-angle, the accuracy 

of the model is enhanced by extracting a Region of Interest 

(ROI) from these images. The YoloV5 framework is used 

for automated recognition of faces and cropping in wide-

angle images. YoloV5 is a hybrid network that combines 

elements of both the Cross Stage Partial (CSP) and 

Darknet (Darknet) architectures. Annotating ROI for a 

collection of wide-angle frames of UTARLDD dataset 

allows us to generate the weights and locations for the 

YoloV5 architecture. From the annotated input image, the 

CSP and Darknet grid extract features and target 

information. The input vector is partitioned into A × A 

grids for face recognition. If the geographic center falls 

inside a certain grid, the grid is responsible for determining 

the target. The face's regression box's coordinates are 

determined using the following equation (3): 
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, , Pr

q True

p q p p q edictedR C R IOU= 

                       

  (3)  
 

Where 
q

pC
 
represents the confidence score (C.S) of the 

𝑞𝑡ℎ bounding box of the pth grid. 
,p qR  represents whether 

there exists a target in the 𝑞𝑡ℎ bounding box of the 𝑝𝑡ℎ 

grid. Then 
,p qR will be equal to one if not zero. The IOU 

True Predicted is a commonly used metric that describes 

the Intersection Over Union (IOU). A high IOU score 

indicates that the predicted box is located more accurately. 

4. Experimental Framework 

In this section, we delve into the specifics of 

implementation, outline the experimental setup, provide 

details about the dataset, and elaborate on the evaluation 

parameters 

4.1Experimental setup  

The system was developed and evaluated using a 

workstation running Windows 10 (64-bit) with a single 

NVIDIA GeForce 940 M GPU, using the Version 376.82 

driver. The workstation is equipped with an Intel(R) 

Xeon® W-2022 CPU running at 2.90-GHz and 1-TB 

RAM. For backup, a 2 TB Seagate hard disk is used. The 

system was run on a Docker environment on Windows, 

using TensorFlow. 

4.2Datasets 

Two video datasets are used to evaluate the proposed 

system, namely 1) The Real-Life Drowsiness Dataset from 

the University of Texas at Arlington (UTARLDD) and 2) a 

custom dataset. For drowsiness detection, the proposed 

method just needs one frame. Therefore, the framework's 

input consists of images that have been retrieved from the 

video dataset. 

 

Fig. 3.  Samples images from the dataset top are UTA 

dataset and the bottom is a custom dataset 

To detect drowsiness, the system processes individual 

frames extracted from the two video datasets. The 

experiments were conducted using the UTA-RLDD 

dataset, which is the most significant publicly available 

benchmark dataset for drowsiness detection. This dataset 

includes videos of 36 participants in distinct scenarios, 

including drowsiness-related symptoms such as yawning 

and nodding, as well as non-drowsiness activities like 

talking phone, laughing, and gazing. Each video is around 

90 seconds long. From each participant, Random frames 

were collected and binarily labeled based on the 

drowsiness status. The frames have a resolution of 640 × 

480, indicating a relatively high level of image clarity. The 

dataset exhibit transformations like scale, pose, and 

perceptions, making it an appropriate benchmark dataset to 

demonstrate the proposed system's efficiency and 

performance in practical scenarios.  

The custom dataset consists of 39 subjects captured using a 

high-resolution DSLR camera. This dataset introduces 

variations in posture, view of angle, and orientation, 

making it more challenging than the UTA-RLDD dataset. 

In total 20 subjects in the age range of 18 to 60 were 

chosen for the dataset. Of the 20, 10 were male and others 

were female. We had an equal number of people wearing 

eyeglasses. The subjects were taken during both the day 

and nighttime.   

4.3Performance metrics 

Driver drowsiness detection is an important application of 

machine learning that aims to prevent accidents caused by 

tired drivers. Several performance metrics can be used to 

evaluate the effectiveness of driver drowsiness detection 

systems. Accuracy is the most common metric used to 

evaluate classification models, which predict whether a 

driver is drowsy or alert. It measures the proportion of 

correctly classified instances over the total number of 

instances. However, accuracy can be biased in cases where 

the dataset is imbalanced (i.e., there are more instances of 

one class than the other).  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) 
   (4) 

The second important measure is Precision, which 

measures the proportion of true positives (i.e., instances 

where the driver is drowsy and the model predicts 

drowsiness) over the total number of instances predicted as 

positive (drowsy). Recall measures the proportion of true 

positives over the total number of instances that are 

positive (drowsy). These metrics are useful when the cost 

of false positives or false negatives is different.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)  
    (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)  
   (6) 

In this context, 𝑇𝑃 refers to the number of images that are 

correctly identified as being in a drowsy state. 𝐹𝑁 

represents the number of images that are incorrectly 

classified as not being in a drowsy state. 𝐹𝑃 denotes the 

number of images that are erroneously classified as being 
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in a drowsy state, despite actually being in a non-drowsy 

state. 𝑇𝑁 is the identified image of a non-drowsy state. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =   
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)  
    (7) 

The F1 score, being the harmonic mean of precision and 

recall, offers a unified metric that strikes a balance 

between these two measures. It proves particularly 

valuable in scenarios of imbalanced datasets, as it takes 

into consideration both false positives and false negatives. 

5. Experimental Analysis and Results 

The YoloV5 architecture serves as the core architecture in 

our system, configured to accurately detect faces and 

extract ROIs from input images. The model is trained with 

250 epochs, and the confidence score is set to 0.75. Fig. 4 

depicts the sample drowsiness detection results in both day 

and night time.  

 

Fig. 4.  Detection results in daytime and nighttime 

The metrics like precision, recall, and mean average 

precision metric (mAP) at a 0.50 threshold are plotted in 

Fig. 5. Fig. 6 shows the detection effect of the trained 

architecture. After that, we calculated the speed of the 

trained YoloV5 to be 51.90 images per second. Once the 

bounding box locations are obtained, the ROI is cropped. 

 

Fig. 5.  YoloV5 Performance for 250 epochs 

Our Proposed framework is evaluated using typical 

benchmarks for classification models. The learning curves 

for accuracy and loss are shown in Fig. 6. The plots 

indicate a well-fitted learning algorithm. To improve 

performance, we incorporated three missions 

simultaneously during the training of our efficient 

proposed model: computing output, debugging errors, and 

tuning hyperparameters. Finally, we achieved 95.20% and 

96.40% maximum training and validation accuracies. 

 

Fig. 6.  Training and validation accuracy and loss for 250 

epochs 

We consider two video samples one is 30 seconds and 

another one is 90 seconds. Got an accuracy of 96.42% for 

Non drowsy, 91.66% for fatigue, and 93.33% for fully 

drowsy these are the results for 30-second video samples. 

For 90-second video sample accuracy 94.44 for Non 

drowsy, 92.50 for fatigue, and 91.11 for full drowsy. The 

results are represented in Table 1.  

Table 1. Accuracy of the proposed model on 30 seconds 

and 90 seconds video samples 

State Accuracy (30 sec 

videos) (%) 

Accuracy (90 sec 

videos) (%) 

Non-Drowsy 96.42 94.44 

Fatigue 91.66 92.50 

Mildly drowsy 90.90 93.33 

Hypo vigilance 92.30 87.50 

Fully drowsy 93.33 91.11 

To further evaluate the performance of our proposed 

classification model, we calculated the hamming loss (H.L) 

and binary cross-entropy (B.C.E). Our trained model has 

B.C.E and H.L are 0.6906 and 0.0672, respectively. These 

values indicate good results, with the log loss being closer 

to zero. The cross-entropy loss penalizes inaccurate 

predictions excessively, we calculated the precision, recall, 

and F1-score, and their values are shown in Table 2. 
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Table 2.  Performance of the proposed model on UTA 

dataset 

States Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Non-Drowsy 96.0 94.0 94.0 

Partially drowsy 97.0 94.0 96.0 

Mildly drowsy 94.0 96.0 94.0 

Moderately 

drowsy 

95.0 95.0 94.0 

Fully drowsy 97.0 97.0 96.0 

We also evaluated the proposed system on different head 

positions. Table 3 describes the accuracy of driver 

drowsiness with the effect of head positions like Head 

Right, Head Left, Head Up, and Head Down. 

 

 

 

 

 

 Table 4 describes the accuracy of drivers with glasses and 

without Glasses. With glasses, the accuracy is 95.50% and 

without glasses, the accuracy is 97.70%. The primary goal 

is to assess the performance of the proposed model on the 

custom dataset. 

 

 

 

 

Four different combinations of data splitting are 

considered. Each set has (80-20, 70-30, 60-40, and 50-50) 

combinations. Finally, 95.20%, 96.40%, and 94.50% are 

the best training, validation, and testing accuracies with a 

split of 80-20, as seen in Fig. 7. 

 

Fig. 7.  The Impact of Data Splits on 4 different 

proportions like 50:50, 60:40, 70:30 and 80:20 

We created a custom dataset consisting has 3 different 

scenarios: face, face with spectacles, and face with 

sunglasses captured during the day and night time. We 

evaluated the proposed system using this custom dataset.  

 

 

 

 

 

 

 

 

 

 

We performed statistical analysis on the model's 

performance for each scenario individually, and the results 

are presented in  

 

 

Table 5. The model's average accuracies for daytime, 

evening, and nighttime images showed significant 

differences.  

 

 

 

 

 

 

 

Table 3. Effect of head position in detecting driver drowsiness 

State Non-Drowsy Fatigue Mildly Drowsy Hypo Vigilance Fully Drowsy Accuracy (%) 
Class Subdivision Affected part 

Head Right Y N Y N Y 95.80 
Sordariomycetes Sordariomycetidae stem, leaf, fruit 

Head Left N Y Y N Y 96.07 
Leotiomycetes Leotiomycetidae stem, leaf, fruit 

Head Up N Y N Y N 93.18 
Sordariomycetes Pezizomycotina stem, leaf, fruit 

Head Down Y Y N Y Y 96.92 
Dothideomycetes Dothideomycetidae stem, leaf, fruit 

 

Table 4. Effect of Eyeglasses on different states of drowsiness 

State Non-Drowsy Fatigue Mildly Drowsy Hypo Vigilance Fully Drowsy Accuracy (%) 

With Glasses     Y  Y       Y       N       N     95.50 

With Out Glasses    N  N       Y       Y       Y    97.70 

 

http://en.wikipedia.org/wiki/Sordariomycetes
http://en.wikipedia.org/wiki/Leotiomycetes
http://en.wikipedia.org/wiki/Leotiomycetidae
http://en.wikipedia.org/wiki/Sordariomycetes
http://en.wikipedia.org/wiki/Pezizomycotina
http://en.wikipedia.org/wiki/Dothideomycetes
http://en.wikipedia.org/wiki/Dothideomycetidae
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The model's average accuracy for daytime, evening time, 

and night time was 94.8%, 96.6%, and 91.9%, 

respectively. The model performed better in the evening 

time, primarily due to the optimal lighting conditions. The 

final accuracy of the custom dataset was 94.6%. 

Table 5. Performance of the proposed model on custom 

dataset to test the effects of eyeglasses during daytime and 

night time 

 Day time Night time 

Scenario Non-

drowsy 

(%) 

Drowsy 

(%) 

Scenario Non- 

drowsy 

(%) 

With 

eyeglasses  

94.0 95.0 With 

eyeglasses 

94.0 

Without 

eyeglasses 

96.0 97.0 Without 

eyeglasses 

96.0 

Average 95.0 96.0 Average 95.0 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 presents a comparison of different research papers 

and their proposed frameworks for object detection. The 

objective is to evaluate the performance of various 

techniques in handling occlusion with eyeglasses and 

robustness to different lighting conditions, ultimately 

determining the overall accuracy of the detection. 

Researchers evaluated various object detection techniques 

on datasets like NTHU and UTA, comparing their 

performance in handling occlusion with eyeglasses and 

robustness to different lighting conditions. Bakheet et al. 

[43] achieved an 84.61% overall accuracy using Haar 

Cascade with HOG and Naïve Bayes. Shreyans M et al. 

[44] utilized Logistic Regression and attained a 74.77% 

accuracy with robust lighting handling but struggled with 

eyeglass occlusion. R Tamanani et al. [45] used Haar 

Cascade with LeNet CNN, achieving a 92.0% accuracy 

with good occlusion handling but limited lighting 

robustness. Anh-Cang et al. [46] employed SSD Network 

with MobileNet-V2 and ResNet-50V2, reaching 96.9% 

accuracy with strong lighting robustness but poor eyeglass 

occlusion handling. The proposed framework, adopting 

YOLOv5 with facial landmark detection, outperformed all 

others with 97.3% overall accuracy, excelling in both 

occlusion handling and lighting robustness. In conclusion, 

the proposed framework demonstrated the best overall 

performance among the compared methods, with high 

accuracy in both occlusion handling and robustness to 

different lighting conditions. 

 

6. Conclusion 

In conclusion, this work presents a novel framework for 

driver drowsiness detection that addresses the limitations 

of existing methods by combining facial landmarks and the 

Yolov5 architecture, as it is crucial to select the 

appropriate combination of face detection and 

classification architectures to achieve optimal performance 

in identifying human drowsiness.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

By extracting relevant facial features and observing subtle 

indicators like facial expressions, eye movement patterns, 

and micro head gestures, the proposed system achieves a 

comprehensive understanding of the driver's state during 

operation. The evaluation of the UTA and custom datasets 

demonstrate the system's effectiveness, achieving high 

accuracies of 95.5% and 96.4% respectively. Compared to 

state-of-the-art techniques, the proposed framework 

showcases a significant improvement of 3.2% in 

drowsiness detection accuracy. This enhancement in 

accuracy and the ability to capture subtle aspects of driver 

behavior make the proposed system a promising solution 

for enhancing road safety and preventing accidents caused 

by driver fatigue. 

 

Table 6. Comparative study with respect to various factors like occlusion handling and lighting conditions 

References Dataset Detection techniques Occlusion 

Handling with 

Eyeglass 

Robustness to 

Different 

Lighting 

Overall 

Accuracy 

Bakheet et al. [43] NTHU Haar Cascade with HOG, Naïve Bayes ✓ ✓ 84.61 % 

Shreyans M et al. [44] UTA Logistic Regression 🗴 ✓ 74.77 % 

R Tamanani et al. [45] UTA Haar Cascade with 

LeNet CNN 

✓ 🗴 92.0 % 

Anh-Cang et al. [46] Mixed SSD Network, MobileNet-V2 and ResNet-50V2 🗴 ✓ 96.9% 

Proposed Framework UTA, 

Custom dataset 

YOLOv5 with facial landmark ✓ ✓ 97.3 % 
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