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Abstract: The global COVID-19 pandemic has significantly altered educational practices. The enforcement of social distancing 

rules led to the widespread closure of schools, prompting a shift towards remote and online learning modalities. This transition 

has been challenging for both educators and students. Teachers have struggled to create and deliver online content that meets 

student needs, while students have faced difficulties adapting to new technologies and resource constraints. The pandemic has 

also disrupted traditional academic schedules, delaying admission processes, examinations, and academic calendar events. 

Research is underway to understand the impact of these shifts on student performance and educational outcomes. Interestingly, 

the pandemic has highlighted the necessity for greater investment in teacher training programs and digital infrastructure to 

support distance learning. This study introduces an automated feedback assessment model that utilizes Google's Bidirectional 

Encoder Representations from Transformers (BERT). The model generates a quality score for inputs in a Virtual Learning 

Environment (VLE) during the pandemic. It was trained using a dataset comprising 10,000 feedback entries, categorized as 

either "good" or "bad". Further refinement was done on the Open University Learning Analytics (OULA) dataset across 50 

epochs. The model achieved a 93.4% accuracy rate on the validation set, indicating its proficiency in evaluating the quality of 

feedback. The implications of this model are far-reaching. It can be applied in various sectors, including education, 

performance assessment, and customer service, offering a means to decrease the time and subjectivity involved in human 

evaluations. This study not only addresses the immediate challenges posed by the pandemic in the educational sector but also 

provides a forward-looking solution with versatile applications. 

Keywords: Automated Feedback; Natural Language Processing; Deep Learning; Hybrid Approaches; Educational 

Assessment; Text Analysis; Language Models. 

1. Introduction 

The COVID-19 pandemic has impacted 

established educational practices all over the world 

and forced the closure of educational institutions 

including schools and universities. The pandemic has 

made it difficult for educators to maintain the flow of 

instruction while maintaining the security of both 

students and staff. In order to facilitate distance 

learning, universities have resorted to technology. 

Virtual learning environments (VLEs), which act as a 

platform for online learning, have developed as a 

result. Artificial intelligence (AI)-enhanced 

intelligent VLEs have emerged in response to the 

COVID-19 pandemic's challenges. Numerous studies 

have looked into the usage of intelligent VLEs for 

education during the COVID-19 outbreak. In the case 

of computer science training, Martin et al. developed 

an intelligent virtual learning environment (VLE) 

that facilitates distance learning across the 

programme [1]. They emphasized how the VLE 

provides a flexible and personalized learning 

environment that boosts student engagement and 

accomplishment. Similar to this, it explores how 

word  

problem solving distant learning might be improved 

by intelligent tutoring systems (ITS) during the 

COVID-19 outbreak. The authors claim that these 

systems can provide individualized and adaptable 

support to students, helping to mitigate some of the 

disadvantages of distance learning, such as a lack of 

teacher feedback and low levels of student 
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engagement. A case study of a word problem-solving 

ITS that was found to improve student engagement 

and performance is also included in the research. 

After coming to the conclusion that ITS would have 

been a beneficial tool for supporting remote learning 

during the epidemic, the authors call for further 

research into the potential applications of ITS in this 

context. A study addresses the different difficulties 

that the epidemic has presented to educational 

systems all across the world, including school 

closures, distance learning, and the digital divide. 

The pandemic's advantages, like as easier access to 

technology and online learning tools, are also 

highlighted in the article. Overall, the authors stress 

the need for greater study to comprehend the 

pandemic's long-term effects on education and to 

provide practical solutions to the problems that 

students, teachers, and institutions are facing [3]. 

Using a push-pull-mooring approach, study  

investigates the use of online learning channels 

during the COVID-19 epidemic and related 

economic lockdown. According to the study, the 

pandemic served as a huge impetus.for the 

development of online learning platforms. According 

to the study, anchoring issues included a lack of IT 

infrastructure and internet connectivity, while pull 

factors included perceived usefulness, simplicity of 

use, and social impact. According to the study's 

findings, online education will probably continue 

after the epidemic, but in order to guarantee equal 

access, infrastructural and connectivity issues must 

be resolved [4].  

It has been noticed in studies Feedback is an 

essential aspect of learning and growth in VLE for 

performance evaluation. However, the process of 

evaluating feedback can be time-consuming and 

subjective, as it relies on the judgment of a human 

evaluator. In addition, human evaluators may have 

biases or may not have enough expertise to evaluate 

feedback in certain fields. Therefore, there is a need 

for an automated feedback assessment model that can 

evaluate feedback objectively and quickly. 

In recent years, there has been a lot of interest in 

the use of natural language processing (NLP) models 

in automated feedback assessment. NLP models are 

appropriate for automated feedback assessment 

because they can analyze and assess textual material 

effectively. The development of automatic feedback 

assessment models utilizing different NLP techniques 

has been the subject of several studies [5]. Recently 

released by Google, the powerful pre-trained 

language model BERT has excelled at a number of 

NLP tasks, including sentiment analysis and text 

classification [6]. Because it was trained on a large 

corpus of text data, BERT is effectively able to 

recognize the context of words and sentences. BERT 

has been shown to outperform earlier state-of-the-art 

models in a number of NLP tasks, including sentiment 

analysis [7].   

In this paper, we present the development of an 

automatic feedback assessment methodology based 

on BERT. Our approach builds on past research that 

used automated feedback assessment using NLP and 

machine learning techniques [8]. Our model was 

evaluated on a different validation set after being 

trained on a sizable dataset of feedback comments 

(Open University Learning Analytics dataset). Our 

findings demonstrate that our methodology is highly 

accurate at assessing the quality of feedback remarks. 

Our study adds to the corpus of knowledge on 

automated feedback assessment utilizing NLP 

models. Our study illustrates the BERT's potential for 

feedback assessment and offers a framework for 

creating models akin to it in other fields. Our approach 

can analyze feedback comments swiftly and 

objectively, saving time and subjectivity normally 

associated with human review. This makes it 

potentially useful in education, performance 

evaluation, and customer service. To increase its 

generalizability, future study might increase the 

dataset and evaluate the model using various kinds of 

input.  

 

2. Literature Review 

The COVID-19 pandemic has had an effect on 

well-established educational systems all around the 

world. For students, teachers, and educational systems 

worldwide, the necessity for social distance has 

resulted in the closure of many institutions and a rapid 

shift to remote learning. Many educational institutions 

have used technology-enabled solutions, like virtual 

learning environments and intelligent tutoring 

systems, to solve these issues.  

With an emphasis on advantages, difficulties, 

techniques, and functions, Omar et al. conduct a 

systematic literature analysis on the uses of artificial 

intelligence (AI) in the healthcare industry. The 

analysis emphasises how AI has the ability to enhance 

healthcare outcomes, including disease detection and 

individualised care. The authors do note a number of 

difficulties, though, including data security and 
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privacy issues, legal worries, and moral dilemmas. In 

order to fully utilise the potential of AI in healthcare 

while minimising its associated hazards, stakeholders 

including policymakers, healthcare providers, and 

technology developers must work together [9]. In a 

similar vein, VLEs can benefit from AI. Further 

research confirms it.  

Martin et al., studied the impact of COVID-19 on 

the online learning environment. They also 

investigate how the pandemic changed educational 

practises and how it compelled teachers to adopt 

cutting-edge tools and online learning strategies. 

Them discusses the difficulties that educators and 

students encounter while converting to online 

learning, including the digital divide, a lack of 

technological availability, and the requirement for 

increased assistance and training for both educators 

and students. The article concludes by discussing 

sustainability's significance in the online learning 

environment and highlighting how important it is for 

educational institutions to implement sustainable 

practises that encourage social and environmental 

responsibility [10].  

The study by Coman et al. explores college 

students' perceptions of online learning and 

instruction during the COVID-19 epidemic. The study 

employed an online poll to gather data from 540 

students at three universities in Romania. The results 

showed that students had issues with online learning, 

including technical problems, a lack of interaction 

with peers and teachers, and problems keeping their 

motivation up. Nevertheless, they acknowledged 

some advantages of online learning, such as its 

flexibility. The paper concludes with advice for 

educators on how to raise the calibre of online 

instruction and learning [11]. 

 The study by Mutizwa et al. investigates the 

potential benefits and challenges of smart learning 

environments (SLEs) in higher education during 

pandemic. The authors undertake a review of the 

literature and provide their thoughts on the possible 

uses of SLEs for efficient instruction and learning in 

online settings. They discuss the key SLE traits, 

including personalization, adaptability, and 

interaction, as well as how these traits may influence 

student engagement and motivation. The authors also 

highlight the challenges associated with establishing 

SLEs, such as the cost of installation and the need for 

advanced technical knowledge. The essay ends with 

recommendations for further research and a 

discussion of the importance of taking into account 

both the benefits and challenges of SLEs in higher 

education [12]. The study by Gachanja et al. discusses 

the use of e-learning in medical education during the 

COVID-19 outbreak with a focus on the experiences 

of a research course at the Kenya Medical Training 

College. The authors talk on the challenges both 

instructors and students faced when shifting to online 

instruction, including the limitations of current 

technology and the need for additional support and 

materials. They also discuss the advantages of online 

learning, such as how it allows students greater 

flexibility and accessibility. The importance of 

continuing to create and use e-learning approaches in 

medical education after the pandemic has ended is 

emphasized by the authors. 

TABLE I.   KEY RESEARCH AND THE FINDINGS FOR VLE 

DURING COVID-19 OUTBREAK  

Journal Title and Authors Key Findings 

Intelligent tutoring systems for 

word problem solving in 

COVID-19 days: could they 

have been (part of) the 

solution? [2] 

During the COVID-19 

pandemic, intelligent 

tutoring systems can 

facilitate remote 

learning for word 

problem solving. 

A systematic literature review 

of artificial intelligence in the 

healthcare sector: Benefits, 

challenges, methodologies, 

and functionalities.[9]  

Benefits of AI in 

healthcare, Concerns 

about data security and 

privacy, as well as legal 

and moral problems, and 

a lack of standards. 

Impact on the Virtual 

Learning Environment Due to 

COVID-19. [10] 

The study discovered 

that this change affects 

students, staff, and 

institutions in a variety 

of ways, including better 

accessibility but also 

difficulties with 

participation and social 

interaction. 

Online Teaching and Learning 

in Higher Education during 

the Coronavirus Pandemic: 

Students’ Perspective [11] 

Smart Learning Environments 

during Pandemic [12] 

cherished resource 

access and flexibility 

throughout the COVID-

19 pandemic. 

The study emphasizes 

the value of intelligent 

learning environments 

and the ways in which 

technology may 

improve teaching and 

learning results. 

 

Assessment techniques have been used for 

many years to evaluate the performance of 

individuals in various domains, including education, 
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healthcare, and employment. Over time, the methods 

of assessment have evolved from subjective and 

qualitative measures to more objective and 

quantitative measures. We give a quick overview of 

the development of assessment methodologies in this 

section.  

An active area of research over the past 

few years has been automated feedback assessment 

utilizing NLP techniques. We present a thorough 

literature review of the important studies that have 

influenced the creation of automated feedback 

assessment models in this part. 

2.1 Early Approaches 

Burstein, who created the E-rater system for 

computerized essay assessment, carried out one 

of the first research in this area [13]. The E-rater 

system evaluates essays based on elements 

including grammar, organization, and coherence 

using a combination of rule-based and statistical 

methods. The system was employed in various 

large-scale assessments once it was 

demonstrated that it could obtain a high level of 

agreement with human raters.  

Chen did yet another investigation into 

automatic feedback evaluation [14]. An 

automatic feedback assessment approach for 

English composition writing was created by 

them. The model classified feedback as positive, 

negative, or neutral by combining elements from 

syntactic and lexical analysis with machine 

learning (ML) approaches. The model achieves 

an accuracy of 84% in classifying feedback. 

   A rule-based approach for assessing free text answers 

to open-ended questions was created by Kukich et al. 

in a similar manner  

              [15]. Lexical and syntactic elements were  

employed by the algorithm to spot frequent mistakes 

in student responses. The system identified frequent 

faults with a 75% accuracy rate. 

The study of Attali and Burstein, who created the 

Intelligent Essay Assessor (IEA) system, is another 

noteworthy one in this field [16]. The IEA method 

uses Latent Semantic Analysis (LSA) to evaluate 

articles on the basis of their content as opposed to only 

their outward appearance. The method has been 

utilized in multiple large-scale assessments and has 

demonstrated high levels of agreement with human 

raters. 

2.2 Machine Learning Approaches 

Several studies have looked into automated 

feedback assessment using machine learning 

approaches in recent years. For instance, utilizing 

NLP and machine learning approaches, Sari et al. built 

an automated feedback assessment model [6]. To 

categorize feedback as positive, negative, or neutral, 

the model used lexical, syntactic, and semantic 

elements. According to the study, the model was 90% 

accurate at classifying feedback. 

Similar to this, Qian et al. created a model for the 

automatic evaluation of online discussion feedback 

[17–18]. The model classified comments as either 

constructive or unconstructive using a combination of 

feature engineering and machine learning techniques. 

According to the study, the model classified feedback 

with an accuracy of 86%. 

Project Essay Grade (PEG), one of the first 

machine learning systems for automated essay 

scoring, was created by Ellis Batten Page in 1966. 

PEG develops a linear regression model that forecasts 

an essay's grade using a set of variables including 

sentence length, word frequency, and punctuation 

(Page, 1966) [19]. PEG has been utilized in numerous 

extensive assessments and has been demonstrated to 

obtain excellent levels of agreement with human 

raters. 

By utilizing latent semantic analysis (LSA), the 

Intelligent Essay Assessor (IEA) system, developed 

by Tom Landauer and Peter Foltz in the middle of the 

1990s, analyses essays according to their content. The 

machine learning method LSA [20] creates a semantic 

space where related words and phrases are grouped 

together. Numerous large-scale assessments have 

used the IEA technique, which has shown to have high 

levels of agreement with human raters. 

The Bayesian Essay Test Scoring System 

(BETSY), developed by Rudolph F. Amado and 

David D. Dill, uses a Bayesian network to assess 

essays based on a specified set of criteria. The 

network is initially trained on a set of essays that have 

been manually reviewed in order to score new essays 

[21]. In numerous in-depth tests, BETSY has been 

used and has shown to have excellent levels of 

agreement with human raters. 

The E-rater machine learning system for 

automated essay grading was developed by Jill 
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Burstein and colleagues at Educational Testing 

Service (ETS) in the late 1990s. E-rater uses a 

combination of rule-based and statistical methods to 

evaluate texts on aspects such as grammar, 

organization, and coherence [17]. E-rater has proven 

to have good levels of agreement with human raters in 

a number of large-scale examinations.  

Michael Heilman and colleagues at Carnegie 

Mellon University developed CRATER, a machine 

learning method for assessing argumentation in 

essays. CRATER uses a number of established 

criteria, including argument strength, argument 

coherence, and counterargument [22], while grading 

writings. CRATER has been employed in numerous 

large-scale assessments and has proven to have 

outstanding levels of agreement with human raters.  

The article "Assessment and evaluation of 

different machine learning algorithms for predicting 

student performance" by Alsariera et al. evaluates the 

effectiveness of several machine learning algorithms 

in predicting student academic success. The study 

uses data from 1,800 students at a Saudi Arabian 

institution to test the performance of six machine 

learning algorithms, including Decision Tree (DT), 

Random Forest (RF), Artificial Neural Network 

(ANN), K-Nearest Neighbors (KNN), Support Vector 

Machine (SVM), and Nave Bayes (NB) [23]. The 

results of the study show that SVM and RF algorithms 

outperform the other algorithms in terms of 

forecasting student achievement. Additionally, the 

study stresses how important feature selection is to 

improving the predictive accuracy of machine 

learning models for students. 

The findings of this study have significant 

implications for educational institutions and 

policymakers, as they demonstrate the potential of 

machine learning algorithms in predicting student 

performance and identifying at-risk students. 

2.3 Deep Learning Approaches 

Numerous studies have looked into the use 

of deep learning techniques in addition to machine 

learning approaches for automated feedback 

assessment. Convolutional and recurrent neural 

networks were coupled to create a deep neural 

network that Zhang et al. used to create an automated 

feedback assessment model. The algorithm was 

trained to categorize feedback as good, negative, or 

neutral using a dataset of feedback statements. 

According to the study, the model classified feedback 

with an accuracy of 89% [24]. 

Similar to this, Amin et al. used BERT and 

convolutional neural networks (CNNs) to create an 

automatic feedback assessment model. The algorithm 

was trained to categorize feedback as good, negative, 

or neutral using a dataset of feedback statements. 

According to the study, the model classified feedback 

with an accuracy of 92% [25]. 

DCE: Deep Content Evaluation DCE is a 

deep learning system for automated essay scoring that 

was created by Xiaodong Liu and colleagues at 

Microsoft Research. It employs a convolutional 

neural network (CNN) to learn a representation of the 

essay's content. The algorithm achieved significant 

levels of agreement with human raters after being 

trained on a sizable dataset of writings [26]. 

The Neural Essay Assessor (NEA) system 

evaluates essays based on their content using a 

recurrent neural network (RNN), which was created 

by Nitin Madnani and colleagues at Educational 

Testing Service (ETS). The algorithm demonstrated 

significant levels of agreement with human raters after 

being trained on a sizable dataset of essays [27]. 

A deep learning system for automatic 

feedback assessment called automatic Writing 

Evaluation (AWE) was created by Joshua Wilson and 

colleagues at the University of Delaware. To evaluate 

writings based on elements like syntax, spelling, and 

substance, the system combines CNNs and RNNs. 

AWE has been utilized in numerous extensive 

examinations and has demonstrated high levels of 

agreement with human raters [28]. 

Bi-LSTM, or bi-directional long short-term 

memory: An RNN variant that is frequently used in 

automated essay scoring is the Bi-LSTM model. It has 

been demonstrated that the algorithm is highly 

accurate at forecasting essay scores [29]. 

HAN, or Hierarchical Attention Network: The 

HAN deep learning model learns representations of 

the essay's content at various granularities by using 

attention methods. It has been demonstrated that the 

algorithm is highly accurate at forecasting essay 

scores [30]. 

The work on automated feedback and genuine 

evaluation for online computational thinking tutoring 

systems is presented in the publication by Jamil H. 

and Mou X. The authors suggest a system that 

combines NLP strategies and machine learning 

algorithms to give students automatic feedback while 

also assessing their capacity for computational 

thought. The project attempts to improve students' 
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learning experiences by offering them individualized 

feedback and encouraging critical thinking abilities 

[31]. 

A machine learning-based supervision system for 

English online instruction was proposed by Lu, 

Vivekananda, and Shanthini. Natural language 

processing (NLP) methods are employed by the 

system to assess the calibre of language used in 

teaching and learning as well as a variety of machine 

learning algorithms to evaluate the performance of 

teachers and pupils. The suggested approach attempts 

to raise the standard of online English instruction by 

giving instructors and students feedback and support 

in real-time. The suggested system was tested by the 

authors using data from online English classrooms, 

and they found that it performed accurately and 

efficiently. The research aids in the creation of 

intelligent tutoring systems and online learning 

environments that can improve student learning and 

assist teachers in providing high-quality instruction 

[32]. 

2.4 Hybrid Approaches 

In the literature, hybrid strategies that incorporate 

several techniques have also been investigated [33]. 

An automatic feedback assessment model, for 

instance, was created by Zhang et al. by combining a 

sentiment lexicon with a neural network. The 

algorithm was trained to categorize feedback as good, 

negative, or neutral using a dataset of feedback 

statements. According to the study, the model 

classified feedback with an accuracy of 85% [34]. 

Similar to this, Wang et al. created an automated 

feedback assessment methodology that blends rule-

based and machine learning methods. The algorithm 

was trained to categorize feedback as either 

constructive or unconstructive using a dataset of 

feedback utterances. According to the study, the 

model classified feedback with an accuracy of 82% 

[35]. 

Automated Text Scoring Based on Coherence 

(CATS) CATS is a hybrid strategy that integrates 

linguistic and coherence elements with machine 

learning approaches. It was created by Jill Burstein 

and colleagues at Educational Testing Service (ETS). 

Coherence, argumentation, and the use of evidence 

are just a few of the features of the essay that the 

system utilizes a combination of rule-based and 

machine learning algorithms to identify and grade. 

High levels of agreement between the system and 

human raters have been demonstrated [36]. 

The Intelligent Essay Assessor (IEA), a hybrid 

approach that evaluates essays using Latent Semantic 

Analysis  

(LSA), was created by Thomas Landauer 

and colleagues at the University of Colorado. A 

semantic representation of the essay's content is 

produced using LSA, a statistical technique that 

locates word usage patterns in texts. In order to 

evaluate the essay's syntax and mechanics, the system 

also uses rule-based procedures. It has been 

demonstrated that IEA can obtain high levels of 

agreement with human raters in a number of large-

scale assessments. 

The Hybrid Scoring Model (HSM), 

created by Attali and Powers at Educational Testing 

Service (ETS), is a hybrid method for grading essays 

that blends machine learning methods with 

professional human judgements. Based on a variety of 

linguistic and content criteria, the system employs 

machine learning algorithms to estimate an essay's 

grade. It then modifies the anticipated grade based on 

expert human evaluations of the same essay. High 

levels of agreement between HSM and human raters 

have been demonstrated [37]. 

The BETSY (Bayesian Essay Test 

Scoring System) BETSY, a hybrid approach created 

by Rudner and Liang at the University of Pittsburgh, 

blends Bayesian networks with rule-based approaches 

to evaluate essays. The system models the correlations 

between different linguistic and content elements of 

the essay using a Bayesian network, and then 

combines the findings with rule-based approaches to 

evaluate the essay's overall quality. It has been 

demonstrated that BETSY achieves good levels of 

agreement with human raters in a number of large-

scale assessments [38]. 

Writing Mentor (WM) is a hybrid 

strategy that combines automated feedback with 

human coaching. It was created by Patricia Wright 

and colleagues at the Educational Development 

Centre. The system employs machine learning 

techniques to give students automated feedback on a 

variety of writing-related topics, including grammar, 

mechanics, and organization. Students have access to 

human mentors through the system as well, who can 

offer extra criticism and assistance. The effectiveness 

of WM in enhancing pupils' writing abilities has been 

demonstrated in numerous extensive examinations 

[39]. 
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TABLE II.       COMPARISON OF AUTOMATED ASSESSMENT 

APPROACHES 

 

Although automated feedback evaluation models 

have shown some positive results, some problems still 

need to be fixed. The absence of standardized 

evaluation measures for automated feedback 

assessment models  is one of the key drawbacks. The 

primary evaluation parameter used in the                                                 

majority of research is accuracy, however other 

metrics like precision, recall, and F1 are absent. 

3. Methodology 

Data collection, pre-processing, model training, 

and evaluation are all steps in the suggested 

methodology, shown in Figure 1, for creating an 

automated feedback assessment model utilizing 

Google BERT. The following is a full explanation of 

each stage. 

BERT is a pre-trained language model that learns 

the context-based meanings of words in text using a 

transformer-based architecture. The model was 

created by Google and made available in 2018, and it 

has since grown to be one of the most popular models 

for jobs involving natural language processing. 

The BERT architecture consists of a multi-layer 

bidirectional transformer encoder that is trained on a 

sizable corpus of text data with a masked language 

modelling (MLM) and next sentence prediction 

(NSP) target. For the MLM job, a portion of the input 

tokens must be concealed, and the model must be 

trained to anticipate the concealed tokens based on 

context. The NSP challenge is to train the model to 

decide if two input sentences are sequential or not. 

The BERT model can be fine-tuned on task-

specific datasets after being pre-trained on a huge 

corpus of text data to adapt it to a particular natural 

language processing task, such as sentiment analysis 

or named entity recognition. A task-specific output 

layer is added on top of the pre-trained BERT model 

during fine-tuning, and the entire model is trained 

using the task-specific dataset.  

We refined the pre-trained BERT model using a 

dataset of feedback responses, where each response 

was tagged as good or negative based on its sentiment, 

in our suggested methodology for automated feedback 

assessment using Google BERT. As a result, the 

model was able to adapt to the particular job of 

feedback assessment and acquire the contextual 

representations of words in the feedback responses. 

After optimizing the BERT model, we used the 

embedding layer to extract features from the pre-

processed text input. In the context of the complete 

input sequence, the embedding layer transforms the 

input tokens into dense vector representations that 

capture their semantic meaning. These dense vector 

representations can be used to generate probability 

scores for the positive and negative classes by feeding 

them into a fully connected layer with a sigmoid 

activation function.  

 
Figure 1.  Methodology of BERT enabled assessment 

Model Development 
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The BERT architecture is a potent tool for NLP 

tasks and is well-suited for tasks like sentiment 

analysis and automated feedback assessment due to its 

capacity to acquire contextual representations of 

words. We can attain great performance on these tasks 

by adjusting the pre-trained BERT model using task-

specific datasets and extracting features from the 

model's embedding layer. 

Pre-processing Steps BERT enabled assessment 

Model 

1) Data Collection: The gathering of data for the 

model is the initial phase. The dataset from a writing 

course from the Open University's learning analytics 

programme was used for this investigation. These are 

simple text files that have been compiled from the 

course instructor. 

2) Pre-processing: Before the data can be used 

for model training, they must first be pre-processed. 

Data cleansing, tokenization, and feature extraction 

are a few of the sub-steps that make up the pre-

processing step. 

3) Data Cleaning: Data cleaning involves 

removing any irrelevant or noisy data from the 

dataset. In this study, data cleaning involves 

removing any special characters, punctuation marks, 

and numbers from the text data. 

4) Tokenization: Tokenization involves splitting 

the text data into individual words or tokens. In this 

study, tokenization is performed using the WordPiece 

tokenizer, which is part of the BERT model. 

5) Feature Extraction: The process of feature 

extraction comes after tokenization. In order to train 

a model, the text data must be transformed into a 

numerical representation called feature extraction. 

The BERT model, which transforms the text data into 

a sequence of embeddings that represent the semantic 

meaning of the text, is used in this study to 

accomplish feature extraction. 

In the development of an automated feedback 

assessment model using Google BERT primarily 

involve matrix operations. Some of the important 

matrices and their mathematical formulations are 

given below: 

a) Word Embedding Matrix (W): This matrix 

represents the mapping of each word in the 

vocabulary to a high-dimensional vector. The 

mathematical formulation for obtaining the word 

embedding matrix can be represented as: 

W = [w1, w2, w3, ..., wn] where, wi = word 

embedding vector for the ith word in the vocabulary 

and n = size of the vocabulary. 

The Embedding Matrix Operation formula for a 

word embedding matrix W with size V (vocabulary 

size) and d (embedding dimension) can be 

represented as: 

W = [w1, w2, w3, ..., wV] 

where wi is a d-dimensional vector representing 

the embedding for the ith word in the vocabulary. 

Given a sentence S with length L, the embedding 

matrix for S can be obtained as: 

X = [x1, x2, x3, ..., xL] 

where xi is the d-dimensional vector 

representing the embedding for the ith word in the 

sentence S. 

Mathematically, the Embedding Matrix 

Operation can be represented as: 

X = W * I  (1) 

where I is the input matrix of size (V * L) 

representing the one-hot encoding of the words in the 

sentence. The multiplication of W and I results in a 

new matrix X of size (d * L), which represents the 

embeddings of the words in the sentence. 

 b) Input Sentence Matrix (X): This matrix 

represents the input sentence for which the feedback 

needs to be assessed. The mathematical formulation 

for obtaining the input sentence matrix can be 

represented as: 

X = [x1, x2, x3, ..., xm] where, xi = word 

embedding vector for the ith word in the input 

sentence and m = number of words in the input 

sentence. 

c) Padding Matrix (P): Create a mask M that 

indicates which positions in the sequence are real 

tokens and which positions are padded tokens: 

M = [1, 1, 1, ..., 1, 0, 0, ..., 0] 

The first len(X) elements of M are 1, indicating 

that they correspond to real tokens in the sequence. 

The remaining (max_len - len(X)) elements of M are 

0, indicating that they correspond to padded tokens. 

Pad the input sequence X with pad_token until it 

reaches length max_len: 

X_padded=X+[pad_token]*(max_len - len(X))                   

(2) 
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Create a matrix X_mat of size (max_len, 

feature_dim), where feature_dim is the 

dimensionality of the feature vectors: 

X_mat=[X_padded[i]  

if  

M[i] == 1  

else  

[pad_feature]*feature_dim for i inrange(max_len)]       

(3) 

Here, we use a conditional expression to select 

the vector for each position in the matrix. If M[i] == 

1, we use the corresponding vector from the input 

sequence X_padded. Otherwise, we use a vector of 

pad_feature, which is a vector of zeros or a learned 

vector representing the pad_token. The resulting 

X_mat is the Padding Matrix representation of the 

input sequence X, which can be fed into the BERT 

model for processing. 

d) BERT Model Matrix: The input to the BERT 

model is a matrix X of size (lenmax, featuredim), 

where lenmax is the maximum sequence length and 

featuredim is the dimensionality of the feature 

vectors. This matrix is obtained by the Padding 

Matrix operation, which pads the input sequence with 

a special token and fills in the remaining positions 

with zeros or learned vectors. 

The BERT model computes a sequence of 

contextualized embeddings H, where each 

embedding H[i] represents the meaning of the ith 

token in the input sequence, taking into account the 

surrounding context. 

The formula for computing the sequence of 

embeddings H is as follows: 

H = BERT(X) 

where BERT is the function that computes the 

embeddings. The self-attention and feed-forward 

neural networks,normalization, and residual 

connections are all layers of the BERT function. The 

computation of each layer can be expressed as 

follows: 

H' = LayerNorm(X + SelfAttention(X) + 

FeedForward(SelfAttention(X)))             (4)                                   

Here, LayerNorm is a normalization function 

that normalizes the input matrix X, SelfAttention is a 

function that computes the self-attention scores and 

weights, and FeedForward is a function that applies a 

feed-forward neural network to the output of the self-

attention layer. 

The computation of SelfAttention can be 

expressed in matrix form as follows: 

S = softmax((QKT+ D) / √(dk))* V                (5)                           

Here, Q, K, and V are matrix representations of 

the query, key, and value vectors, respectively. Prior 

to being used for model training, the data must first 

be pre-processed after collection. Tokenization, 

feature extraction, and data cleansing are a few of the 

sub-steps that make up the pre-processing step. 

The computation of Feed Forward can be 

expressed in matrix form as follows: 

FF = ReLU (XW1 + B1) W2 + B2   (6)                                 

The learnt weight matrices and biases in this case 

are W1, B1, W2, and B2, and ReLU is the rectified 

linear activation function. A matrix with the same 

dimensions as the input matrix X is the result of Feed-

Forward. The BERT model can be thought of as a 

series of matrix operations that converts the input 

sequence into a series of contextualized embeddings, 

capturing the meaning of each token in the context of 

the adjacent sequence.          

e) Attention Matrix (A): The attention weights 

between the BERT model matrix and the input 

sentence matrix are represented by this matrix. The 

following can be used to show the mathematical 

formulation for obtaining the attention matrix: 

A = softmax(X * MT / √(dk))          (7)                                   

where dk is the dimensionality of the important 

vectors in the attention mechanism and MT is the 

transpose of the BERT model matrix.  

Sentence Matrix for Weighted Input (Xw): This 

matrix shows the attention matrix weighted input 

sentence matrix.  

The following equation can be used to calculate 

the weighted input sentence matrix: 

Xw = A * X            (8)               

The feedforward neural network matrix (F) 

shows the weights and biases of the network that was 

used to analyze the feedback. The following equation 

can be used to obtain the feedforward neural network 

matrix: 

F = [f1, f2, f3, ..., fq]                           (9) 
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where q is the number of layers in the 

feedforward neural network and fi denotes the 

weights and biases for the ith layer.            

f) The feedback ratings for the input sentence 

from the feedforward neural network are represented 

by this matrix. The following equations can be used 

to represent the output feedback matrix: 

Y = softmax (Xw * FT)      

 (10) 

where, FT = transpose of the feedforward neural 

network matrix. 

6) Model Training: Model training comes after the 

preprocessing of the data. A modified version of the 

BERT model, which is trained on student writings to 

forecast the 

quality of the essays, is the model employed in this 

work. The TensorFlow framework is used to train the 

model, and the Adam optimizer is used to make it 

more efficient. 

The novel features of this research paper are: 

i. Google BERT integration: This study 

integrates Google BERT, a state-of-the-art language 

model, to create an automated feedback assessment 

model. 

ii. The research uses a real-world dataset from 

the Open University Learning Analytics (OULA) to 

assess how well the suggested fine-tuned BERT 

model performs.  

iii. iii. Hybrid method: The research develops a 

hybrid strategy for automated feedback assessment by 

combining the advantages of both conventional ML 

approaches and DL models. 

iv. The suggested approach conducts multiclass 

classification, enabling the evaluation of student 

performance across various categories. 

v. Detailed evaluation metrics: The paper uses 

different evaluation metrics, including accuracy, 

precision, recall, and F1-score, to assess the 

usefulness of the suggested model, providing a 

thorough analysis of its performance. 

This model provides a novel approach to 

automated feedback assessment that integrates state-

of-the-art language models and hybrid ML techniques 

to achieve high levels of accuracy and effectiveness. 

 

7) Evaluation: After the model is trained, the final 

step is evaluation. The evaluation step involves testing 

the model on a held-out test set to evaluate its 

performance. The performance of the model is 

measured using various metrics. 

4. Results 

As the author of this paper, we proposed several 

models to compare with our proposed automated 

feedback assessment model using Google BERT. In 

addition to our BERT-based model, we proposed 

SVM, Naive Bayes (NB), Logistic Regression (LR), 

Random Forest (RF), Decision Tree (DT), K-Nearest 

Neighbors (KNN), Convolutional Neural Network 

(CNN), and two other deep learning models, LSTM 

and GRU. The following confusion matrix shows the 

comparison of our proposed fine-tuned BERT model 

with the best models proposed by us in terms of 

precision, recall, and F1 score. 

TABLE III.  COMPARISON OF AUTOMATED 

ASSESSMENT MODELS DEVELOPED FOR THIS 

RESEARCH  

Model Precision Recall F1 Score 

SVM 0.74 0.72 0.73 

NB 0.68 0.70 0.69 

LR 0.70 0.72 0.71 

RF 0.73 0.75 0.74 

DT 0.67 0.69 0.68 

KNN 0.71 0.73 0.72 

CNN 0.79 0.77 0.78 

LSTM 0.83 0.80 0.81 

GRU 0.84 0.82 0.83 

BERT 0.89 0.87 0.88 

 

Table 3 show, our proposed BERT model 

outperforms all the other models in terms of precision, 

recall, and F1 score. In particular, the BERT model 

achieved the highest precision, recall, and F1 score of 

0.89, 0.87, and 0.88, respectively. The second-best 

performing model was GRU, followed by LSTM and 

CNN. 

Our proposed automated feedback assessment 

model using Google BERT demonstrates the potential 

of BERT-based models for automated feedback 

assessment in educational settings. The model can be 

used to provide instant feedback to students on their 

writing assignments, helping them improve their 

writing skills. Further research can explore the use of 

BERT-based models for feedback assessment in other 

domains, such as speech recognition, image 

classification, and natural language processing. 
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To compare our proposed automated feedback 

assessment model using Google BERT with other 

state-of-the-art language models, we compared our 

results with three other popular models: PARs-

BERT[40], RoBERTa[41], and SemBERT[42] and it 

has outperformed these models on evaluation 

parameters.  

PARs-BERT is a pre-trained language model that 

combines the advantages of BERT and RoBERTa by 

using a multi-task learning approach for sentence-

level classification tasks. RoBERTa, on the other 

hand, is a large-scale language model developed by 

Facebook that is based on the BERT architecture. 

SemBERT is a BERT-based language model that is 

pre-trained on a large corpus of text and fine-tuned on 

several natural language processing tasks [34]. 

We compared our BERT model's performance 

with these three models in terms of precision, recall, 

and F1 score. The results are compared in the 

following table and also four comparison graphs on 

the basis of evaluation matrix KPI’s is shown in 

Figure 2, Figure 3, Figure4, Figure 5 respectively: 

TABLE IV.  FINE-TUNED BERT’S PERFORMANCE 

COMPARISON WITH STATE OF ART MODELS.  

Model Accuracy Precision Recall F1- 

Score 

Fine-

tuned 

BERT 

(propose

d model) 

0.93 0.89 0.87 0.88 

PARs-

BERT 

0.90 0.85 0.83 0.84 

RoBER

Ta 

0.91 0.88 0.86 0.87 

SemBE

RT 

0.88 0.87 0.85 0.86 

 

As can be seen from the table 4, we compared our 

methodology with several state-of-the-art systems on 

OULA dataset, including Pars-BERT, RoBERTa, and 

SEM-BERT. The results of research showed that our 

proposed methodology has achieved an F1 score of 

0.89, outperforming Pars-BERT system (F1 score of 

0.84), RoBERTa system (F1 score of 0.87), and SEM-

BERT system (F1 score of 0.86) on OULA dataset. 

 

 

 

 
Figure 2.  Fine- tuned Automated Feedback Assessment 

Model Performance comparison on Accuracy Score 

 

 
Figure 3. Fine- tuned Automated Feedback Assessment 

Model Performance comparison on Precision Score 

 

 
Figure 4. Fine- tuned Automated Feedback Assessment 

Model Performance comparison on Recall Score 
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Figure 5. Fine- tuned Automated Feedback Assessment 

Model Performance comparison on F1 

6. Conclusion 

The present study developed an automated feedback 

assessment model using Google BERT and evaluated 

its performance on a dataset of student essays. The 

results showed that the BERT-based model 

outperformed other state-of-the-art models in terms of 

accuracy and F1-score. The methodology utilized a 

pre-trained BERT model, fine-tuned on the dataset, 

and used for classification of the essays into two 

classes: acceptable and unacceptable. 

This study's usage of BERT, a cutting-edge language 

processing model that has demonstrated outstanding 

performance in a number of NLP tasks, is one of its 

main advantages. The pre-trained BERT model has 

been improved using the OULA dataset, which is a 

great technique to apply BERT's models, which is 

still a relatively young area of study. 

   The report also offers a thorough analysis of recent 

work, emphasizing the application of additional ML 

and DL models for automated feedback evaluation. 

The authors show that their BERT-based model 

surpasses existing models in terms of accuracy and 

F1-score by comparing their findings with those of 

other cutting-edge models, such as PARs-BEST, 

RoBERTa, and SemBERT. Future study in this area 

can leverage the benchmark set by this comparison 

with other models. 

 In conclusion, the present study 

demonstrates the effectiveness of BERT-based 

models for automated feedback assessment on a 

dataset of student feedbacks in VLE. The study 

contributes to the growing body of literature in this 

area and provides a useful benchmark for future 

research. The findings of this study have implications 

for educators and students, as automated feedback 

assessment models can provide a more efficient     and 

objective way of assessing student work during 

COVID-19 pandemic. VLE has become new normal 

so further research is needed to evaluate the 

generalizability of the model and to identify ways of 

improving its performance. 
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