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Abstract: Cases of cardiovascular diseases have risen over the last decade, making them the leading cause of mortality. Early detection of 

heart diseases helps doctors provide better treatment to patients. In this research, a knowledge-based hybrid heart disease prediction model 

using advanced fuzzy techniques and artificial neural networks (ANN) is proposed. The ANN and advanced fuzzy Technique for Order of 

Preference by Similarity to Ideal Solution (TOPSIS) techniques are implemented in the proposed methodology for risk prediction of disease 

and disease classification, respectively. The Analytic Hierarchy Process (AHP) method's attribute weights help make effective prediction 

of diseases. The proposed model (ANN+ fuzzy TOPSIS) has been measured over various performance-measuring metrics and then 

compared to other traditional techniques to determine its efficiency. Numerical analysis of the proposed model shows that it performed 

better than other conventional methods in terms of accuracy (0.99), precision (0.98), specificity (0.978), F-measure (0.981), sensitivity 

(0.996), and many more. The goal of this research is to improve knowledge-based systems' efficacy through the application of fuzzy logic 

and ANN for cardiovascular disease prediction and classification. 
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1. Introduction 

There has been a noticeable rise in the prevalence of heart 

disease, and it has now overtaken all other forms of 

mortality as the top reason for death for individuals in the 

majority of nations all over the globe [1]. Many different 

aspects of cardiovascular disease (CVD) might harm either 

the anatomy or functionality of the heart [2]. It might be 

challenging for medical professionals to make a rapid and 

accurate diagnosis of certain conditions [3, 4]. 

The treatment of cardiac disease is being performed by 

several systems, many of which depend on methods of soft 

computing that have been developed [5]. In particular, the 

combination of multiple different forms of soft computing 

to construct hybrid models has been examined as a means 

of producing results that are superior to those produced by a 

single kind of computational model [6]. In most cases, these 

models included two distinct states. In the first stage, 

approaches for selecting features are employed to pick a 

subset of those characteristics [7]. After that, the produced 

subset of characteristics is utilized as data for the 

categorization procedures that are employed in the second 

state [8]. Figure 1 illustrates a chart showing various types 

of CVD. It shows about the coronary heart disease, 

Myocarditis, congenital, cardiomyopathy etc.  

Coronary heart disease (CHD), alternatively referred to as 

CAD (coronary artery disease) or ischemic heart disease, is 

a distinct form of cardiovascular ailment that predominantly 

impacts the coronary arteries responsible for delivering 

oxygenated blood to the cardiac muscle. RHD (rheumatic 

heart disease) is a pathological condition that may arise 

because of untreated, or sub optimally treated streptococcal 

pharyngitis, with a particular predilection for children and 

young adults. Ischemic heart disease, alternatively referred 

to as CHD or CAD, is a cardiovascular ailment 

characterized by diminished or obstructed blood flow to the 

myocardium owing to atherosclerosis, a condition marked 

by the constriction of the coronary arteries. Ischemia is 

characterized by inadequate blood supply and oxygenation 

to the myocardium. Myocarditis is a cardiac pathology 

distinguished by myocardial inflammation, which refers to 

the irritation of the heart muscle. In most cases, a bacterial 

or viral illness is to blame for this condition, but other causes 

are possible as well. Congenital heart disease is an umbrella 

term for a variety of congenital heart defects. Heart and 

vascular anomalies that are close to the heart are included in 

this category. Heart disease can range from being 

completely asymptomatic to being so severe that it could kill 

the patient. This specific birth defect is extremely common 

and can have serious consequences for people of all ages. 

Cardiomyopathy encompasses a range of cardiac disorders 

characterized by fragility or malfunction of the 

myocardium, leading to reduced cardiac contractility. The 
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compromised contractile ability of the heart subsequently 

results in a decrease in its pumping capacity. This particular 

medical condition possesses the capacity to hinder the 

ability of the heart to effectively distribute blood to the 

circulatory system, thereby giving rise to a variety of signs 

and complications. Angina pectoris, widely known as 

angina, manifests as a form of thoracic pain or discomfort 

that arises from an inadequate supply of blood to the 

myocardium. Angina frequently manifests as a clinical 

manifestation of an underlying cardiac ailment, commonly 

known as coronary artery disease (CAD), which arises due 

to the constriction or obstruction of the coronary arteries. 

The manifestation of insufficient oxygen supply to the heart, 

commonly observed during physical exertion or episodes of 

emotional strain, serves as an indicator of concern. 

 
Fig 1 Types of  cardiovascular disease (CVD) [9] 

The traditional techniques for diagnosing cardiovascular 

disease (CVD) essentially make use of the patient's 

healthcare history, diagnostic test reports, and clinical 

specialist analysis of the pertinent symptoms. All medical 

professionals foresee the existence of illness based on 

information they have gained via their training and 

experience. Heart disease risk is influenced by a variety of 

factors, including excessive cholesterol, irregular blood 

pressure, and inactivity. Because of human error, this might 

result in a wrong diagnosis and possibly a delay in the 

prediction of the course and severity of the illness. Such 

erroneous judgments can prevent timely medical care from 

being provided or perhaps result in fatalities. As a result, a 

smart medical decision support system (MDSS) enters the 

scene and plays a crucial role in healthcare by using patient 

medical data to forecast illness. In this study, an MDSS is 

offered as a means of accurately predicting and diagnosing 

illnesses using a patient's computerized health information. 

This research includes about the various fuzzy based 

techniques used in heart disease identification.  

1.1 Fuzzy technique in the healthcare sector 

A set is said to be fuzzy if it permits its components to have 

varying levels of inclusion in the range [0, 1] [10]. The fuzzy 

categorization system provides an alternative crisp logic by 

analyzing data sets according to the individuals' 

membership in each category [11]. The concept of fuzzy 

membership is predicated on the idea that a person's 

participation in a particular group can vary from full 

membership (100%) to non-participation (0%), and it 

recognizes the possibility that a dataset might be divided 

into partial participation in two or more groups [12]. Figure 

2 shows an illustration of fuzzy logic. It represents a block 

diagram of a fuzzy logic system that involves an input 

interface (also called fuzzification), fuzzy inference system, 

output variable (also called defuzzication), and membership 

function. The fuzzy system receives an input in the form of 

a crisp or a numerical value and converts this into a fuzzy 

value with the help of the fuzzification process. This fuzzy 

input is turned into a linguistic input with the use of the 

membership function. Then the interface engine uses a 

knowledge base database to generate linguistic output. This 

fuzzy output is turned back into a crisp value with the help 

of the defuzzification interface. 

 
Fig 2 Block diagram of fuzzy logic [13] 

 

To represent the level of membership, fuzzy logic employs 

truth levels that range from 0.0 to 1.0 [14]. The values of the 

attributes are changed to fuzzy values. As an example, 

revenue is projected into the discrete classifications "low, 

medium, and high," and then fuzzy values are determined 

for each category. It is possible that more than one fuzzy 

number would be relevant to a certain fresh sample. Each 

criterion that is relevant casts a vote about membership in 

the respective groups. Typically, one would begin by adding 

up the truth values of each anticipated category [15]. 

1.2 Fuzzy Technique used for heart disease detection. 

In India and other nations, coronary heart disorders (CHD) 

constitute a leading cause of death. In the Indian population, 

hypertension, serum cholesterol, diabetes, 

smoking, hypercholesterolemia, and a high body mass 

index (BMI) are the primary risk factors for CHD [16]. This 

study will now cover the fuzzy logic-based method utilized 

to identify cardiac disease. 
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1.2.1  Fuzzy C-Mean Clustering (FCM) technique 

The process of grouping data points, objects, or instances 

into various clusters is known as clustering. Data instances 

in one cluster are more similar to one another than instances 

in another cluster, yet they differ from one another [17]. In 

1973, Duda and Hart originally presented the fuzzy C-mean 

(FCM) approach, which under ambiguous conditions 

delivers a more precise clustering than traditional clustering 

techniques like K-Means and KMedoids [18]. 

The centroid and domain of each subcluster are chosen 

iteratively by the FCM clustering algorithm to minimize the 

provided cost function. This strategy's major objective was 

to distribute data across clusters in order to reduce variation 

between clusters. The FCM algorithm is also used for 

medical image processing, such as picture enhancement or 

image segmentation. A data set's pixels are classified as a 

distance-dependent cluster by the FCM method [19]. 

1.2.2  Hybrid Fuzzy Logic Technique 

There exist several fuzzy hybrid categories employed for the 

detection of heart illness, such as the fuzzy logic-based 

machine learning model, the fuzzy logic with genetic 

algorithm approach, the fuzzy logic decision tree model, and 

the fuzzy clustering with machine learning method, among 

others. 

a) Fuzzy Decision Tree (FDT) technique 

Fuzzy Decision Trees (FDTs) can be classified into two 

primary categories based on the method employed to 

generate child nodes from a parent node: multi-way split 

trees and binary (or two-way) split trees. Binary split trees 

exhibit a defining characteristic of recursively dividing the 

attribute space into two distinct subspaces. In contrast, 

multi-way split trees employ a partitioning strategy that 

divides the space into multiple subspaces, resulting in parent 

nodes generating, on average, more than two offspring 

nodes [20].  

The architecture of the fuzzy-based decision tree technique 

is shown in Figure 3. It demonstrates how the fuzzification 

model is fed the heart disease dataset along with input 

parameters or attributes. To enhance the model's 

functionality, the architecture applies the fuzzification 

approach to a decision tree machine learning model. The 

result of the Membership function's classification form, 

which categorizes cardiac disease, is then produced. 

 
Fig 3. Architecture of the Fuzzy based decision tree model 

[21]. 

b) Genetic Fuzzy Model 

Genetic Fuzzy technique is a method of stochastic searching 

those aids in finding the best answer to an optimization 

problem. The number of attributes in the dataset is 

decreased by the use of GA for feature selection, which in 

turn helps to focus the search. The attributes in the dataset 

are chosen using GA in the proposed study, and the fuzzy 

inference system then conducts classification and prediction 

[22]. There are two stages to the genetic fuzzy model: (1) a 

method that generates weighted fuzzy rules automatically, 

and (2) the creation of a genetic algorithm-based fuzzy 

model for coronary artery disease risk level forecasting. At 

now, the construction of the fuzzy framework has been 

carried out based on the utilization of weighted fuzzy 

criteria and the selection of cases of higher quality [23]. 

Figure 4 depicts the concept under consideration, wherein 

the genetic process acquires knowledge or adjusts various 

constituents of a fuzzy rulebased system (FRBS).  

 
Fig 4. Genetic Fuzzy Systems [24] 

1.2.3  Fuzzy Interface System 

FISs are well-liked rule-based techniques for modeling 

ambiguous and imprecise information. Language-based 

descriptions of patients' symptoms are used to generate 

suggestions, and fuzzy inference techniques are also 

employed. The knowledge base contains IF-THEN fuzzy 

rules that represent the domain knowledge. The 
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"interpretability" of these systems the capacity to clearly 

convey the rationale underlying the rules in a manner that is 

understandable to humans is their main strength [25].  

Among the most effective categorization and prediction 

modeling systems used to establish precise relationships 

between input and output parameters in various processes is 

the ANFIS (adaptive neuro-fuzzy inference system) [26]. 

The fundamental component of the inference process, which 

is used to identify cardiac disease, is shown in Figure 5.  It 

is demonstrated that the fuzzy expressions or patient's 

parameters give numerical (crisp) input that is transmitted, 

transformed to fuzzy, used with the fuzzy set to produce 

fuzzy output (inference engine), and then converted back to 

crisp output (defuzzification) from fuzzy output. 

 
Fig 5. Design of a fuzzy inference system [27] 

2. Literature review 

The complex world of knowledge-based systems is explored 

in this literature review, with an emphasis on the application 

of sophisticated fuzzy techniques to evaluate and enhance 

system performance. In this review, we specifically focus on 

advanced fuzzy techniques and examine the state of 

research, methodologies, and emerging trends in the design 

and performance evaluation of knowledge-based systems. 

This section provides a thorough examination of the current 

body of literature concerning the topic of "Enhanced 

Cardiovascular Disease Detection using Advanced Fuzzy 

TOPSIS and Knowledge-Based Systems." The objective of 

this review is to address existing gaps in the field, provide a 

comprehensive comprehension of the subject matter, and 

lay the foundation for future advancements in knowledge-

based systems. 

Wojcik et al., (2023) [28] developed a health expert system 

for determining the severity of coronary artery tumors in 

individuals who suffer from coronary artery disease using 

fuzzy sets as the underlying data structure. The use of actual 

data in testing the intelligent system. In the end, it was found 

that the level of structural abnormality of the coronary artery 

in individuals with different kinds of coronary disease was 

95%, according to the opinion of specialists. 

Taylan et al., (2023) [29] discovered that the timely and 

accurate detection of heart disease and stroke is crucial in 

order to minimize the risk of experiencing a myocardial 

infarction. As a result, an approach that makes use of the 

adaptive neuro-fuzzy inference system (ANFIS) technology 

has been presented as a means of predicting, classifying, and 

enhancing the diagnostic efficiency of CVDs. According to 

the findings of the numerical study, the level of accuracy of 

prediction offered by ANFIS throughout the training phase 

is 96.56%. 

Kharya et al., (2023) [30] initiated a novel idea known as 

the fuzzy-weighted Bayesian belief network (FWBBN), 

which was used to construct and create a healthcare 

diagnosis support tool based on the BBN. The fuzzy concept 

is being used for characteristics to cope with real-life 

circumstances to eliminate sharp boundary concerns that 

exist in the medical field. In conclusion, it was determined 

that FWBBN, in comparison to the traditional Bayesian 

model, is capable of being applied in a manner that is both 

highly effective and precisely precise in terms of high 

efficiency and low time intricacy. 

Seslier and Karakus (2023) [31] investigated that About 

46% of the deaths of people in the world, excluding 

communicable diseases and accidents, are because of 

CVDs. In this analysis, various machine learning methods 

are used to determine heart disease. At last, it concluded that 

among various classifiers such as Logistics regression, 

SVM, Naïve Bayes, and Random Forest (RF), the SVM 

technique achieved the best accuracy outcomes at 87.91%. 

Nadakinamani et al., (2022) [32] evaluated a wide variety 

of cutting-edge machine learning techniques to develop a 

CVD forecasting method that is very reliable. To determine 

which machine learning approach is the most appropriate, 

the efficiency of the suggested CDPS was measured across 

several different criteria. The DT approach performed very 

well, with a maximum accuracy of 100%, when it came to 

forecasting individuals who would be diagnosed with CVD. 

Cenitta et al., (2022) [33] recently introduced ischemic 

heart disease innovative missing value imputation 

techniques (IHDMIT) using fuzzy-rough sets and their 

expansions. The novel IHDMIT with RF classification 

against the cutting-edge technique of expectation 

maximization, fuzzy C means, and fuzzy roughest is 

evaluated. According to the findings, the suggested 

IHDMIT RF classifier achieves a higher accuracy of 93%. 

Doppala et al., (2022) [34] discovered that artificial 

intelligence can transform unprocessed medical data into a 

useful knowledge base for decision-making and forecasting. 

The findings of this study offer a robust ensemble model. 

As a consequence, the suggested model was shown to have 

an overall success rate of 96.75% on the CVD dataset. 

Yilmaz et al., (2022) [35] developed three distinct models 

for classifying coronary heart disease using RF, logistic 

regression, and SVM methods respectively. Accuracy 

served as the criterion for determining how well the models 
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performed. At last, it concluded that the RF classifier had 

the greatest accuracy of 92.9% among all of the classifiers.  

Thukral et al., (2019) [36] discussed about the various 

applications of fuzzy-based applications in the medical 

field. The study examined eight widespread medical 

conditions, including diabetes, cholera, liver, cholera, 

Parkinson's disease, breast cancer, bronchitis, and asthma. It 

was based on many fuzzy applications in the medical area. 

The major goal is to investigate and apply fuzzy logic in 

future fields, including those outside of current medicine, 

based on these various medical applications. 

Kasbe et al., (2017) [37] introduced a fuzzy-based approach 

for heart disease identification. The objective of their study 

is to create a fuzzy expert system that can detect people who 

are at risk for heart disease. The analysis of the patient's 

cardiac illness must take into account several variables, 

which makes the doctor's job challenging. However, 

scientists need a precise instrument that takes into account 

and pinpoints risk variables based on given data. Three main 

steps are involved in the proposed fuzzy expert system. 

namely, rule basis, defuzzification, and fuzzification. 

H. Parveen et al, (2023) [38] observed that healthcare 

systems have constantly improved because to many sorts of 

healthcare information. This information is derived from a 

variety of fresh sources, including digital files, mobile 

devices, and medical monitoring equipment. From vast 

healthcare data sets, deep learning and data fusion 

techniques can be used to create projections that are more 

exact, accurate, and dependable. This study develops a four-

stage paradigm for estimating risk exposure. To predict 

health risks from a patient's e-health record, a novel 

Ensemble Classifier (EC) with fuzzy method, neural 

network and Deep Belief Network (DBN) is described. The 

neural network is trained using the retrieved characteristics, 

whilst the fuzzy logic is trained using the returned 

knowledge sources. A DBN carries out the risk calculation 

for the disorder using the outputs of both neural networks 

and fuzzy logic. A cutting-edge hybrid method termed rain-

leveraged dynamic butterfly optimization has been used to 

change the weight that DBN carries in order to improve the 

efficacy of risk factor forecasting. 

3. Research objectives 

To have a working knowledge of the many types of cardiac 

disease and the information mining strategies that can be 

used to prevent and predict them. 

The goal of this project is to create a model for predicting 

cardiac disease based on knowledge-based systems and 

fuzzy approaches. 

To demonstrate the resilience of the suggested model by 

comparing it with another conventional model in terms of 

accuracy and other performance evaluation parameters. 

 

4. Research Methodology 

In the framework of research methodology, the idea of 

designed architecture is investigated. Artificial neural 

networks and advanced fuzzy TOPSIS method are used to 

predict and classify the risk. Further, the suggested model is 

contrasted with the conventional technique to prove the 

robustness and efficiency of the model. 

4.1 Technique used. 

The proposed methodology employs two techniques. The 

following techniques are provided below: 

• Artificial Neural Network (ANN)  

The term ANN refers to a kind of computer model that was 

developed to imitate the way a human brain operates. 

Applications involving prediction, categorization, and 

pattern identification are the primary areas in which ANNs 

are used. ANN models can understand and recognize similar 

patterns via training, and then they can recognize the 

outcome for input data that are presented to the network [39-

41].  Figure 6 shows the schematic structure of an ANN 

where input data is fed to the input. 

 
Fig 6 Structure of ANN [42] 

 

• Fuzzy Technique for Order of Preference by 

Similarity to Ideal Solution (TOPSIS) 

The fuzzy TOPSIS was first developed by Yoon and 

Hwang. The method now holds the highest level of 

recognition for addressing decision-making challenges that 

involve the utilization of many criteria. This strategy is 

predicated on the theory that the selected option ought to 

have the shortest route to the Positive Ideal Solution, while 

also having the greatest length to the Negative Ideal 

Solution [43].  

The procedure for implementing fuzzy TOPSIS involves 

the following steps: 

Step 1: Ratings should include conditions and options.  

It initially worked under the presumption that there are K 

members in the decision-making group. The weight of the 

criteria 𝐶𝑗 is represented by �̃�𝑗
𝑘 = (𝑤𝑗1

𝑘 , 𝑏𝑗2
𝑘 , 𝑐𝑗3

𝑘 ), and �̃�𝑖𝑗
𝑘 =

(𝑎𝑖𝑗
𝑘 , 𝑏𝑖𝑗

𝑘 , 𝑐𝑖𝑗
𝑘 ) is the definition of the fuzzy score of the 𝐾𝑡ℎ 

selection maker on substitution 𝐴𝑖 regarding condition 𝐶𝑗.  
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Step 2: Determine the cumulative fuzzy ratings for the 

given alternatives, as well as the aggregated fuzzy 

weights for each criterion. 

The calculation of the weighted average fuzzy rating for the 

𝑖𝑡ℎ choice with respect to the 𝑗𝑡ℎ criteria is determined using 

the following formula: �̃�𝑖𝑗 = (𝑎𝑖𝑗 , 𝑏𝑖𝑗,𝑐𝑖𝑗). 

     𝑎𝑖𝑗 =
𝑚𝑖𝑛

𝑘
{𝑎𝑖𝑗

𝑘 }, 𝑏𝑖𝑗 =
1

𝐾
∑ 𝑏𝑖𝑗

𝑘𝑘
𝑘=1 , 𝑐𝑖𝑗 =

𝑚𝑎𝑥
𝑘

{𝑐𝑖𝑗
𝑘 }.  (1) 

Formulae are employed to calculate the aggregate fuzzy 

weight �̃�𝑗 = (𝑤𝑗1, 𝑤𝑗2 , 𝑤𝑗3) for each criteria 𝐶𝑗. 

    𝑤𝑗1 =
𝑚𝑖𝑛

𝑘
{𝑤𝑗1

𝑘 }, 𝑤𝑗2 =
1

𝐾
∑ 𝑤𝑗2

𝑘𝑘
𝑘=1 , 𝑤𝑗3 =

𝑚𝑎𝑥
𝑘

{𝑤𝑗3
𝑘 }

 (2) 

Step 3 Perform the computation on the normalized fuzzy 

decision matrix.  

�̃� = [�̃�𝑖𝑗] is the formula for the normalized fuzzy decision 

matrix, where, 

𝑅 ̃ denotes the normalized fuzzy decision matrix, �̃� = [�̃�𝑖𝑗], 

where. 

  �̃�𝑖𝑗 = (
𝑎𝑖𝑗

𝑐𝑗
∗ ,

𝑎𝑖𝑗

𝑐𝑗
∗ ,

𝑎𝑖𝑗

𝑐𝑗
∗ ) and 𝑐𝑗

∗ = {𝑐𝑖𝑗}
𝑖

𝑚𝑎𝑥
   (3) 

   �̃�𝑖𝑗 = (
𝑎𝑗

−

𝑐𝑖𝑗
,

𝑎𝑗
−

𝑏𝑖𝑗
,

𝑎𝑗
−

𝑎𝑖𝑗
) and 𝑐𝑗

− = {𝑎𝑖𝑗}
𝑖

𝑚𝑖𝑛
                        

 (4) 

Step 4: Perform the computations necessary to produce 

the weighted normalized fuzzy decision matrix.  

�̃�  denote the weighted normalized fuzzy decision matrix, 

�̃� = (�̃�𝑖𝑗), where �̃�𝑖𝑗 = �̃�𝑖𝑗 × 𝑤𝑗. 

Step 5: Determine both the fuzzy negative ideal solution 

(FNIS) and the fuzzy positive ideal solution (FPIS). 

These are the FPIS and FNIS calculations: 

     𝐴∗ = (�̃�1
∗, �̃�1

∗, ⋯ �̃�𝑛
∗), where �̃�𝑗

∗ = {𝑣𝑖𝑗3}
𝑖

𝑚𝑎𝑥
    (5) 

     𝐴− = (�̃�1
−, �̃�1

−, ⋯ �̃�𝑛
−), where �̃�𝑗

− = {𝑣𝑖𝑗1}
𝑖

𝑚𝑖𝑛
.     (6) 

Step 6: Calculate the length between each option and the 

FPIS and FNIS. 

The distances between each alternative 𝐴𝑖 and the First 

Preference Ideal Solution (FPIS) and the First Non-

Preference Ideal Solution (FNIS) should be provided: 

     𝑑𝑖
∗ = ∑ 𝑑(�̃�𝑖𝑗 , �̃�𝑗

−)𝑛
𝑗=1                                               (7) 

Step 7: Calculate the 𝑪𝑪𝒊 similarity coefficient for each 

option. 

The proximity coefficient 𝐶𝐶𝑖 is determined for each 

option 𝐴𝑖  using the formula below: 

    𝐶𝐶𝑖 =
𝑑𝑖

−

𝑑𝑖
−+𝑑𝑖

∗                              (8) 

 

Step 8: Rank all alternatives. 

The choice with the highest proximity coefficient is the most 

favorable one [33]. 

• Proposed Algorithm 

Start 

1. Read the Electronic health record of the patient as input 

variable = I  

2. Perform data_ pre-processing (Data cleaning, 

Tokenization) on → I 

3. Weight determination using AHP 

4. Select features (I) → using Pearson correlation 

5. For → KE, FE; where, KE=knowledge_ extraction, FE= 

feature_ extraction 

 divide the selected features in group as →g1, g2. 

6. Perform→ KE (Ontology-based, Improved semantic 

similarity) → on g1 

7. Perform → FE (statistical features, Information entropy) 

→ using PCA → on g2 

8. G1 ← g1+g2 

9. Optimize →G1 

10. For prediction risk → using→ ANN 

11. Classify risk level → using →fuzzy TOPSIS 

12. Output 

End 

 

4.2 Proposed methodology. 

Figure 7 displays the proposed methodology's flowchart. In 

the below methodology determines the sequence of 

operations involves in this research methodology. In this 

methodology we are using an electronic health record 

(EHR) dataset which is divided in 2 parts. 30% of the dataset 

is used in testing purpose and remaining 70% used for 

training. Firstly, the dataset is preprocessed which involving 

the data cleaning and the tokenization. The data cleaning 

process eliminate the duplicate, incorrect format data, or an 

incomplete data. After that this data is breakdown into small 

chunks or object called tokenization. This helps to increase 

the speed and performance of the model. After the data 

preprocessing now the weight is determine using the 

analytic hierarchy process (AHP). The calculated weight 

helps to determine the importance of priority or preference 

for different criteria using a structured manner. After 

assigning the preference of the dataset. It goes to the feature 

selection process. In the Pearson correlation method, the 

correlation coefficient varies between the -1 to +1. If the 

value closer to 0 represents the weak correlation if the value 

closer to -1 represents the strong negative correlation and 

the value closer to +1 shows a positive correlation. The 

feature is extracted using a principal component analysis 

(PCA) technique. It reduces the number of input dimension 

of the input dataset. Using this method, linear combinations 

of the original features are generated; however, the 

relationship between these linear combinations and the 

original features may not be as straightforward or easily 

interpretable as one might expect. Traditional feature 
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selection techniques, such as filter, wrapper, or embedded 

methods, may be more suitable for your needs if you require 

a method for feature selection that keeps the interpretability 

of individual features intact. The knowledge is extracted 

from dataset using an ontology-based knowledge extraction 

which helps to organize the large volume of our dataset in 

structured and organized manner. After the feature 

extraction the optimization of feature is done which makes 

the input dataset ready for an early prediction of 

cardiovascular disease. In this research we use an artificial 

neural network (ANN) model for the early risk prediction of 

the cardiovascular disease. The risk is predicted by an ANN 

network and the risk level is classified by Fuzzy topsis 

technique. This model (ANN + Fuzzy topsis) predict the 

cardiovascular disease with a model accuracy, specificity, 

sensitivity, FPR rate and various other parameters.  

 

Fig 7. Flowchart of the suggested methodology 

5. Results and discussion 

In this section, the outcomes that were attained through 
the application of the suggested methodology are 
thoroughly addressed. The dataset is explained in 
detail. Performance-measured parameters are 
calculated and finally, the proposed model is 
compared with the conventional technique. 

5.1 Dataset 

The UCI Cleveland dataset is used in this research. It is 

a collection of EHR of the patients. Information such as 

age, gender, chest pain type, blood pressure, ECG., etc. 

is stored in the records. The dataset is split into two parts. 

30% of the data is utilized to test the model after it has 

been trained on 70% of the data. The code 

implementation is done using python language.  

 

Sensitivity analysis of fuzzy Topsis ANN based model. 

In this analysis, the sensitivity of the suggested model is 

calculated on different learning percentages such as 60%, 

70%, 80%, and 90%. It is seen in Table 1 and Figure 8 that 

as the learning percentage of the dataset increases the 

sensitivity of the suggested model is also increased. The 

sensitivity of the suggested model can be calculated by the 

following formulae: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
         (10)  

Table 1. Sensitivity at different learning percentages 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7 Graph showing the Sensitivity of the proposed 

model. 

 

Specificity analysis of ANN and Fuzzy topsis method. 

In this analysis, the specificity of the suggested model is 

calculated on different learning percentages such as 60%, 

70%, 80%, and 90%. It is seen in Table 2 and Figure 9 that 

as the learning percentage of the dataset increases the 

specificity of the suggested model is also increased. The 

specificity of the suggested model can be calculated by the 

following formulae: 

  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑜𝑡𝑎𝑙 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑜𝑡𝑎𝑙 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
              (11) 

Table 2. Specificity at different learning percentages 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

Specificity 0.975 0.976 0.978 0.978 

 

 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

Sensitivity 0.992 0.994 0.995 0.996 
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Fig 8 Graph showing the Sensitivity of the proposed 

model. 

Accuracy determination of fuzzy Topsis ANN based 

model. 

In this analysis, the accuracy of the suggested model is 

calculated on different learning percentages such as 60%, 

70%, 80%, and 90%. It is seen in Table 3 and Figure 10 that 

as the learning percentage of the dataset increases the 

accuracy of the proposed model is also increased. The 

accuracy of the proposed model can be calculated by the 

following formulae: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑟𝑒𝑠𝑢𝑙𝑡𝑠
                          (12) 

Table 3 Accuracy at different learning percentages 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

Accuracy 0.981 0.983 0.986 0.99 

 

  
 

Fig 9 Graph showing the Accuracy of the proposed model. 

 

Precision analysis of fuzzy Topsis ANN based model. 

In this analysis, the precision of the suggested model is 

calculated on different learning percentages such as 60%, 

70%, 80%, and 90%. It is seen in table 4 and figure 11 that 

as the learning percentage of the dataset increases the 

precision of the suggested model is also increased. The 

precision of the suggested model can be calculated by the 

following formulae: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑣𝑎𝑙𝑢𝑒𝑠
                                    (13) 

Table 4. Precision at different learning percentages 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

Precision 0.962 0.970 0.974 0.98 

 

  

Fig 10 Graph showing the Precision of the proposed 

model. 

F-measure analysis of fuzzy Topsis ANN based models. 

In this analysis, the F-measure of the proposed model is 

calculated on different learning percentages such as 60%, 

70%, 80%, and 90%. It is seen in table 5 and figure 12 that 

as the learning percentage of the dataset increases the 

sensitivity of the proposed model is also increased. The F-

measure of the proposed model can be calculated by the 

following formulae: 

  𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                              (14) 

Table 5. F-measure at different learning percentage 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

F-measure 0.912 0.981 0.982 0.981 

 

  
 

Fig 11 Graph showing the Sensitivity of the proposed 

model. 

 

MCC analysis of fuzzy Topsis ANN based model. 

In this analysis, the Mathews Correlation Coefficient 

(MCC) of the proposed model is calculated on different 

learning percentages such as 60%, 70%, 80%, and 90%. It 
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is seen in table 6 and figure 13 that as the learning 

percentage of the dataset increases the MCC of the proposed 

model is also increased. 

Table 6 MCC at different learning percentage 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

MCC 0.96 0.963 0.971 0.98 

 

  

 

Fig 12 Graph showing MCC of the proposed model. 

Result 7: 

In this analysis, the Negative Predictive Value (NPV) of the 

proposed model is calculated on different learning 

percentages such as 60%, 70%, 80%, and 90%. It is seen in 

table 7 and figure 14 that as the learning percentage of the 

dataset increases the NPV of the proposed model is also 

increased. 

Table 7. NPV at different learning percentages 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

NPV 0.994 0.995 0.998 1.0 

 

  

Fig 13 Graph showing NPV of the proposed model. 

FPR analysis of fuzzy Topsis ANN based model. 

In this analysis, the False Positive Rate (FPR) of the 

proposed model is calculated on different learning 

percentages such as 60%, 70%, 80%, and 90%. It is seen in 

table 8 and figure 15 that as the learning percentage of the 

dataset increases the FPR of the proposed model is 

decreased. 

Table 8. FPR at different learning percentages 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

FPR 0.024 0.020 0.016 0.015 

 

 

 Fig 14 Graph showing the FPR of the proposed model. 

FNR analysis of fuzzy Topsis ANN based model. 

In this analysis, the False Negative Rate (FNR) of the 

proposed model is calculated on different learning 

percentages such as 60%, 70%, 80%, and 90%. It is seen in 

table 9 and figure 16 that as the learning percentage of the 

dataset increases the FNR of the proposed model is also 

increased. 

Table 9. FNR at different learning percentages 

 

Parameter 

Learning percentage 

60% 70% 80% 90% 

FNR 0.008 0.006 0.004 0.003 

 

  

Fig 15 Graph showing FNR of the proposed model. 

• Comparative analysis 

In this section, the proposed paradigm is contrasted with 

existing traditional approaches such as Neural network 

(NN), SVM, and DBN. It is compared based on positive 

metrics parameters such as sensitivity, specificity, accuracy, 

and precision. Figure 17 (a) shows the comparison of the 

conventional technique with the proposed model based on 

sensitivity, and it is seen the sensitivity of the suggested 

model is higher among all the methods. Figure 17 (b) shows 
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the comparison of the conventional technique with the 

proposed model based on specificity, and it is seen the 

specificity of the suggested model is higher among all the 

methods. Figure 17 (c) shows the comparison of the 

conventional technique with the proposed model based on 

accuracy, and it is seen that the precision of the suggested 

model is higher among all the methods. Figure 17 (d) shows 

the comparison of the conventional technique with the 

proposed model based on precision, and it is seen the 

precision of the suggested model is higher among all the 

methods. Table 10 shows the overall comparison of the 

suggested model with other conventional methods in terms 

of sensitivity, specificity, accuracy, and precision. 

Table 10. Comparison table 

Model Sensitivity Specificity Accuracy Precision 

60 70 80 90 60 70 80 90 60 70 80 90 60 70 80 90 

NN 0.581 0.593 0.639 0.580 0.895 0.898 0.909 0.895 0.832 0.837 0.855 0.832 0.581 0.593 0.639 0.580 

SVM 0.726 0.740 0.772 0.739 0.725 0.735 0.759 0.735 0.744 0.757 0.786 0.757 0.491 0.516 0.573 0.516 

DBN 0.991 0.992 0.994 0.992 0.971 0.973 0.976 0.973 0.979 0.981 0.984 0.981 0.960 0.963 0.971 0.963 

ANN+TOPSIS 0.992 0.994 0.995 0.996 0.975 0.976 0.978 0.978 0.981 0.983 0.986 0.99 0.962 0.97 0.974 0.98 

  
(a) (b) 

  
(c) (d) 

Fig 16 Comparison of the proposed work's performance to that of similar current schemes in terms of (a) Sensitivity (b) 

specificity (c) accuracy (d) precision 

In Figures 18 (a) and (b), a comparison of the proposed 

model with other conventional techniques is shown based 

on FPR and FNR. Figure 18 (a) demonstrates that the 

proposed model's total FPR is quite low when compared to 

other methods and figure 18 (b) demonstrates that, in 

comparison to previous methods, the suggested model's 

total FNR is quite low. Table 11 shows the overall 

comparison of the proposed model with other conventional 

techniques in terms of FPR and FNR. 

Table 11. Comparison table 

Model FPR FNR 

60 70 80 90 60 70 80 90 

NN 0.104 0.101 0.090 0.104 0.418 0.406 0.360 0.419 

SVM 0.274 0.264 0.240 0.264 0.273 0.259 0.227 0.260 

DBN 0.028 0.026 0.023 0.026 0.008 0.007 0.005 0.007 

ANN+TOPSIS 0.024 0.02 0.016 0.015 0.008 0.006 0.004 0.003 
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(a) (b) 

Fig 17 Comparison of the proposed work's performance to that of similar current schemes in terms of (a) FPR (b) FNR 

 

In figure 19 (a), (b), and (c) a comparison of the proposed 

model with other conventional techniques is shown based 

on NPV, F-measure, and MCC respectively. Figure 19 (a) 

shows that the overall NPV of the proposed model is quite 

low as compared to other techniques. Figure 19 (b) shows 

that the overall F-measure of the suggested model is quite 

low as compared to other methods. Figure 19 (c) 

demonstrates that the suggested model's total MCC is fairly 

low when compared to other methods. Table 12 shows the 

overall comparison of the proposed model with other 

conventional techniques in terms of F-measure, MCC, and 

NPV. 

TABLE 12. Comparison table 

Model F-measure MCC NPV 

60 70 80 90 60 70 80 90 60 70 80 90 

NN 0.581 0.593 0.639 0.580 0.477 0.491 0.549 0.475 0.895 0.898 0.909 0.895 

SVM 0.571 0.594 0.647 0.594 0.432 0.458 0.520 0.458 0.922 0.926 0.935 0.926 

DBN 0.975 0.978 0.682 0.977 0.959 0.962 0.968 0.962 0.994 0.994 0.995 0.994 

ANN+TOPSIS 0.912 0.981 0.982 0.981 0.96 0.963 0.971 0.98 0.994 0.995 0.998 1 

 

  

(a) (b) 

 
(c) 

Fig 18 Comparison of the proposed work's performance to that of similar current schemes in terms of (a) NPV, (b) F-

measure, and (c) MCC 
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6. Conclusion 

In most nations, heart disease has surpassed all others as the 

top cause of mortality among adults during the last decade. 

Heart disease is a common health problem, and early 

identification helps physicians treat these patients more 

effectively. The proposed model achieved encouraging 

outcomes in predicting and classifying CAD risk. The AHP 

method's attribute weights can help in making sound 

decisions about illness diagnosis. By reducing the need for 

invasive biopsies and clinical procedures, the system 

protects users from the risks associated with CVD diagnosis. 

The system provides a second perspective to the doctor to 

confirm the diagnosis of sickness. According to numerical 

analysis, the suggested model outperformed standard 

techniques in many respects, including accuracy (0.99), 

precision (0.98), specificity (0.978), F-measure (0.981), 

sensitivity (0.996), and many more. In future work, the 

researcher will carry on their investigation into and 

development of effective heuristic methods for attribute 

reduction strategies, to manage enormous quantities of 

features and big numbers of records. The utilization of a 

knowledge-based system within the framework of fuzzy 

logic has resulted in notable progress within the realm of AI 

and knowledge-based systems. The following inquiries may 

examine the amalgamation of sophisticated fuzzy 

methodologies with machine learning algorithms, including 

deep learning and neural networks. Knowledge-based 

systems may become more adaptive and capable of learning 

with this combination. Fuzzy logic knowledge-based 

systems can be improved for real-time decision assistance 

in vital applications like finance, healthcare, and 

autonomous systems. The point of view of specialists in a 

variety of disciplines, such as psychology, sociology, and 

ethics, to make sure that the creation of knowledge-based 

systems using cutting-edge fuzzy techniques is in line with 

societal demands and human values Future research on this 

topic will focus on improving knowledge-based systems' 

dependability, interpretability, and ethics in addition to their 

performance. The incorporation of sophisticated fuzzy 

techniques will remain essential in solving challenging real-

world issues in a variety of fields as technology develops. 
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