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Abstract: In recent years, there has been an increase in the mortality rate due to lung diseases like Chronic Obstructive Pulmonary 

Disease (COPD), and it is estimated that it will increase in upcoming years. The majority of deaths (80%) occurred in most of the nations 

having low and middle income hence, there is a need for a system that can help to reduce the mortality rate by providing proper treatment 

to the needy patient. Deep learning has shown outstanding performance in solving many real life problems in the healthcare domain. But 

it does not handle uncertain data. Its black box nature imposes restrictions on understanding its structure.  In this study, a novel optimized 

fuzzy neuro deep-learning approach called FNDNN is proposed for classification. The main idea is the fusion of fuzzy logic and DNN 

model to deal with data uncertainty and rule extraction. To overcome overfitting of model different techniques like cross fold validation, 

changing learning rate is applied but the best result is achieved using L2 regularization. Pre-training and optimizing methods for learning 

parameters of the FNDNN are proposed. The proposed model for classification of COPD severity levels has better performance as 

compared with other classifiers as shown in results. This FNDNN model is very beneficial to the society and healthcare providers to 

accurately diagnose the severity levels of COPD and serve the emergency treatment to the needy one.   . 

Keywords: Chronic Obstructive Pulmonary Disease (COPD), Spirometry, Deep Neural Network, Fuzzification, Defuzzification, Over 

fitting, Bayesian Regularization. 

1. Introduction  

Despite the fact that COPD is a common, curable, and 

preventable ailment, the worldwide prevalence of COPD in 

adults (40 years of age or older) is 10.1%. Due to the fact 

that there were 3.23 million deaths worldwide in 2019, 

COPD was the third largest cause of mortality worldwide. 

According to a comprehensive study conducted by the 

World Health Organization (WHO) on COPD, it was 

estimated that the prevalence of the ailment increased by 

68.8% between the years 1990 and 2010 in the Southeast 

Asia area. The number of people who have passed away 

has skyrocketed, going from 445 million instances to 751 

million cases [1]. The percentage of people suffering from 

chronic respiratory disorders such as asthma or COPD who 

have been mistakenly diagnosed or misdiagnosed as having 

other respiratory diseases such as the common cold, acute 

bronchitis, or pneumonia [2–3]. The two most common 

types of chronic obstructive pulmonary disease (COPD) 

are chronic bronchitis and obstructive emphysema. 

According to the research [4,] the majority of individuals 

with COPD have a moderate form of the disease, whereas 

just 1% of patients have severe COPD and 1% have very 

severe COPD. The treatment of chronic illnesses has been 

shown to provide a number of significant obstacles, 

particularly in clinics that are not specialized in the field. It 

is challenging for people who require emergency therapy 

since the usual tests take a longer time to determine the 

severity level of COPD. Consequently leading to an 

increase in the proportion of COPD patients who pass 

away. As a result, there is an urgent need for the 

development of a system that can assist medical 

professionals in making precise diagnoses and providing 

timely treatment to those who are in need. The research 

presented in reference (5) demonstrates that modern 

technologies such as artificial intelligence, machine 

learning, the internet of things, deep learning, fuzzy theory, 

etc. are very useful for enhancing the performance of the 

system when used in conjunction with the pulmonary 

function test that is used the most, spirometry. The 

majority of systems, in order to effectively identify or 

forecast the outcomes, are constructed by fusing two or 

more distinct technologies together. Deep learning, often 

known as DL, is a kind of machine learning that use a 

multilayer model to learn more complex information and 

go beyond conceptual learning. 

The second Deep neural networks are commonly used in 

the process of tackling difficult issues pertaining to 

artificial intelligence. However, because to the closed-

source nature of DNN, there are some limitations placed on 

its application. Researchers came up with the fundamental 

idea of information extraction from neural networks in the 

form of rules to overcome this limitation of neural 
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networks. This approach is important for the knowledge 

representation of models. The vast majority of writers 

focus their attention on locating the rules that are the 

clearest cut; yet, these rules should also closely reflect the 

behavior of a neural network, which operates as a neuro-

fuzzy system based on fuzzy rules. 

The primary emphasis of this study is the incorporation of 

deep neural network (multilayer perceptron) components, 

which are vital to the process of developing and validating 

a network for COPD severity level categorization. Both the 

gathering of input data and the establishment of the rules 

for a deep neural network employ fuzzy logic.  

Our contributions are as follows 

In this study, we concentrate on classifying the COPD 

severity level from real-time data that contains ambiguity 

and uncertainty.  In order to increase prediction accuracy, a 

combination of fuzzy logic and deep learning is used. The 

proposed model creates the FNDNN model by integrating 

DL with fuzzy representation to eliminate the Deep Neural 

Network's limitations of ambiguity in input data and rule 

extraction. The FNDNN model is then pre-trained and fine-

tuned to classify COPD severity levels.  

The steps of our research are as follows: 

 (1) FNDNN is developed for predicting the severity level 

of COPD. The fuzzy rules are generated adaptively 

utilizing the learning method of the FNDNN approach, 

which integrates fuzzy logic and deep neural networks. It 

investigates both fuzzy and deep representations to build 

additional characteristics while essentially resolving the 

uncertainty issue. Bayesian regularization is applied to 

overcome the overfitting of the model and get correct 

accuracy. 

(2) A FNDNN model is based on the GOLD guidelines. 

(3) Investigating the number of layers, neurons in the 

model, and activation functions leads to the optimum 

FNDNN structure. The FNDNN has strong prediction 

abilities. 

(3) Using real time data of COPD patients at the YCM 

Hospital located in PCMC, Pune, Maharashtra, India, and 

the proposed approach is analyzed. The outcome confirms 

how well the suggested method performs when compared 

to other classification techniques. 

(4) Rule Extraction to Improve Deep Neural Network 

Understanding 

(5) Cross fold validation,early stopping L2 regularization is 

used to overcome overfitting of model. 

The remaining part of this study is structured as follows: 

Focusing on Literature survey in Section 2. The system's 

components are presented in Section 3. The FNDNN 

model and associated learning method are suggested in 

Section 4. The results of the experiment are presented in 

Section 5. The study is concluded in Section 6, which also 

include future research work. 

2. Literature Survey 

In [8], Asaithambi used an adaptive neuro-fuzzy inference 

method to classify respiratory disorders using just 

spirometry data. The authors have attempted to use their 

neural fuzzy systems to estimate lung function using 

simply IOS or spirometry, as can be observed from the 

studies [6–8]. Meraz et al. [9] created software in 2008 for 

classifying pediatric respiratory diseases .Using extended 

RIC (eRIC) ,augmented RIC (aRIC)  and IOS data, Hafezi 

[10] developed an integrated software solution for model-

based on neuro-fuzzy classification of children's airway 

dysfunction in 2008. The first method for getting 

knowledge in form of rules from neural network model 

was the KT algorithm, which was introduced in [16]. The 

primary benefit of the Tsukimoto approach is that it has 

polynomial computational complexity as opposed to the 

exponential difficulty of the KT method [17]. In [18], a 

new approach to decision tree induction rule extraction was 

presented. Each output neuron of a neural network is 

transformed into a solution by their CRED method. Tree 

nodes are evaluated using nodes from a hidden layer, and 

leaves denote a class. The internal organization of the brain 

network is not considered in pedagogical methods. Most of 

the methods treat the Neural Network as a single unit like a 

"black box" [19]. Rule extraction is the key concept where 

directly mapping inputs to outputs is done [20]. 

3. System Components 

 

Fig. 1: System Diagram 

Fig.1 shows detailed system diagram each system 

component explain in below section 

A. Representation of Fuzzy Logic 

Fuzzy logic is a set of mathematical rules for processing 

data with some degree of uncertainty or fuzziness. It 

enables for a more adaptable and appropriate strategy to be 

taken when analyzing data, especially when working with 

data that is in some way lacking in precision or certainty. 

Fuzzy logic represents knowledge in a way that makes it 

possible to deal with ambiguity by means of simple IF-

THEN rules. Inconsistency in reasoning: representation as 

a useful tool for learning from incomplete or inconsistent 
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facts. A fuzzy system consists of an input layer, a fuzzy 

layer, a rules layer, and a defuzzification layer. The input 

value is the sole thing that is passed on from the input 

nodes in a fuzzy logic system. The value of function should 

be the output of the single node in the fuzzy layer 

responsible for executing the membership function. Nodes 

in the input layer are linked to membership functions, and 

linguist labels are assigned to each input variable. In the 

rules layer, fuzzy logic rule matching is performed by 

means of links between nodes. Fuzzy logic operations, 

such as AND, are performed on the rule nodes. In the 

defuzzification layer, the results from the rules are 

combined using the OR operation. Adaptive fuzzy logic 

system, where a supervised learning approach is used to 

fine-tune the defuzzification process and associated rules. 

Fuzzy networks are employed in the proposed method for 

rule extraction from deep neural networks and to cope with 

unclear, ambiguous input. 

B. Deep Neural Network/Multilayer Perceptron 

The term "multilayer perceptron" (MLP) refers to a 

specific kind of feed-forward neural network that consists 

of numerous layers of perceptron. There is a distinct 

activation function associated with each of these senses. In 

MLP, the number of layers in the input and output 

representations are equal and they are coupled. Between 

these two levels lies a third one called the hidden layer. To 

kick off the MLP process, data must be given into the input 

layer. Each layer's neurons are connected to one another in 

a feed forward network. Each link between the input layer 

and the hidden layer is given a weight. To ascertain 

whether nodes are ready to contribute, MLP employs 

activation functions. Some examples of such activation 

functions include the tanh function, the sigmoid, and the 

ReLU. In order to provide the desired output from the 

supplied input set, MLP is usually employed to train the 

models and establish what sort of correlation the layers are 

providing. The model utilized in this work is a multilayer 

perceptron with 60-neuron hidden layers.  Two common 

activation functions are ReLU and Softmax. 

C. Need of Integration 

Fuzzifying the deep representation occurs at the DL 

model's output layer in [11], after the original data has been 

fed into the hidden layer for pattern categorization. An 

innovative approach to machine learning, deep learning 

(DL) mimics the brain's cognitive method of processing 

information in a hierarchical structure, layer by layer. The 

intelligent automated finding of meaningful features from 

data is made possible by task-driven feature learning, 

which allows for sequential knowledge transmission from 

the lower levels to the top layers. Another discovery made 

by the fuzzy logic system [12, 13] is that it is possible to 

design membership parameters and fuzzy rules by learning 

from real data. With the addition of the fuzzy approach to 

DL, the effect of data uncertainty on system performance 

may be mitigated even further. Fuzzy rule extraction may 

be used to better comprehend how deep neural networks 

are built. 

D. Rule Extraction Algorithm 

Rule Extraction from Neural Network and rule-based 

learning techniques are two strategies used in artificial 

intelligence to solve classification issues. Both approaches 

are well-known iterations of researching models that 

forecast classes of data. NN rules-based training techniques 

excel in accuracy for many tasks. Nevertheless, neural 

networks have one significant disadvantage: they are less 

capable than rule-based methods of understanding what a 

trained concept model is. Because neural networks describe 

their notions using a vast number of parameters, they are 

challenging to comprehend [21]. The clarity and 

transparency of model increases by extracting rules. 

Identification of particularly crucial characteristics, or a 

component of comprehension, may include determining the 

reasons why neural networks make mistakes. The 

difference between accuracy and clarity in neural network 

models be eliminated using different methods for 

extracting rules [22–24]. The KT method, decision tree 

induction and the Tsukimoto polynomial method are 

mainly used for rule extraction. We employed a decision 

tree induction rule extractor layer as the rule extractor in 

our proposed system.  

4. Fuzzy Neuro Deep Neural Network (Fndnn)  

In order to classify the severity levels of COPD, we 

developed  

the FNDNN model with the learning algorithm. 

E. Model of the FNDNN 

 

Fig 2. Model of the fuzzy deep neural network 

Fig. 2 shows the proposed FDNN model.  The input, the 

deep neural network (DNN), the fuzzy logic (FL), the rule 

extractor, and the classifier are the five components that 

make up the FDNN model. At first, input data flows over 

two different channels: the DNN for neural representation 

and the FN for fuzzy representation. Following the 

completion of these two modules' processing of the data, 

each epoch's findings from the FN and the DNN are 

combined, followed by the extraction of fuzzy rules and the 

classification of the COPD severity levels. By repeatedly 

minimizing the loss function value, model parameters can 
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be adjusted in the FDNN training phase. By feeding the 

data into the model after it has been trained, the desired 

outcome can be reached. 

F. Mathematical construction of FNDNN 

• Fuzzy Network Model 

 

Fig.4 Fuzzy Logic Structure 

The organizational framework of the fuzzy network is 

shown in Fig. 4. Each node in the input layer is linked 

together in the fuzzification layer, and the membership 

function is used to calculate the input node's degree of 

membership in a given fuzzy set. Therefore, it is crucial to 

determine the membership function of a fuzzy network. 

The FDNN strategy investigates fuzzy representation and 

deep learning for relearning [25] to capture the complex 

structure and high-level features of the data for prediction. 

Fuzzy and deep neural networks have been combined in 

the FDNN model.  

Membership functions are designed based on GOLD 

guidelines as below  

TABLE 1 STAGES OF DISEASE 

Parameters Mild Moderate Severe Very 

Severe 

FEV1 > 

80% 

80–

60% 

60-

40% 

< 

40% 

FVC > 

80% 

80–

50% 

50-

30% 

< 

30% 

FEV1/FVC > 

70% 

70% –

60% 

60-

50% 

< 

50% 

 

Table 1 shows the stages of disease based on the results of 

spirometry parameters. Stages in Table 1 are used as a 

knowledge base for rules.  

One of the most widely used fuzzy operations in the layer 

of AND/OR operations is AND, which is represented as 

follows: 

To make the fuzzy rules adaptable, the output of the nodes 

in the fuzzy layer is merged with the findings of the DNN 

component. 

G.  MLP(DNN) Model 

The multilayer Perceptron (MLP) structure is used by the 

proposed fuzzy deep neural network to classify data. 

MLP's structure consists of neurons, weights, and 

activation processes, which are characterized as 

F(y) = F(L) *F(L-1) 

Where a is an activation function, w is the weight, and f(L) 

to f(L-1) are the input and output of the Lth neuron, 

respectively. Ten hidden layers with 60 neurons each are 

used in the suggested model. 

After the entire network structure has been created, the 

network moves into the learning phase, where it adjusts the 

membership function parameters as well as the connection 

weights and biases. We use fuzzy theory and DL in the 

FDNN model to categorize the severity of COPD. The rule 

extraction layer uses a fusion approach as a result, which is 

determined by the COPD function. 

The FNDNN model can be trained for multiclass 

classification by reducing the error or loss between the 

predicted value and the true value, ensuring that the inputs 

are correctly classified. Since the dataset for the proposed 

model is made up of mixed data, the reconstructed error is 

defined using the model's sparse categorical entropy loss 

function.nnThe FNDNN model must be trained through 

parameter initialization and fine-tuning prior to 

classification. A neural network may more effectively 

converge to a satisfactory local minimum with better setup. 

Parameter initialization in the FNDNN model encompasses 

both the FN and the MLP components. For ease of use, for 

initialization of weight w between each layer in the MLP 

component, the uniform distribution rule is used to 

initialize the weights. Every node's bias b starts at zero. 

The sum of the nodes in the final layer of the FN and DNN 

components is the same as the number of nodes in the rule 

extraction layer. The weights in each layer, the average 

value of the membership function, and the variance of the 

membership function's participation rate are all parameters 

that need to be set in the FN component of the system, and 

not in the layers themselves. The weights between the layer 

for "fuzzification" and the layer for "AND/OR operations" 

are both set to 1. The statistical method initializes the 

parameter, which can be found based on the mean value 

[14]. The FNDNN model is trained using the Adam 

approach and back propagation to fine-tune the parameters. 

The Adam approach works well for most non-convex 

optimization problems as well as big data sets and high-

dimension spaces [15]. The parameter update process is 

performed later. 

Overfitting of model 

Underfitting and overfitting are common issues in machine 

learning models. Overfitting refers to a situation in which a 

model performs well on training data but fails on testing 
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data or fresh data. Cross-validation, regularization, early 

halting, feature selection, etc. are only some of the methods 

that may be used to address this problem. We have 

employed cross-validation, early halting, and L2 

regularization to prevent overfitting in the proposed model. 

L2 Regularization has shown to be the most effective 

method. In order to compute L2 regularization, we use 

informative distributions from the past and a small set of 

features ([26]). To find the optimal weight and refraction 

values for a network, L2 regularization uses Levenberg-

Marquardt optimization to adjust the weight and refraction 

values based on minimizing error squares. In L2 

regularization, network weights are added to the training 

goal function. The goal function is calculated using the 

following formula [28].                   

Algorithm: FNDNN training Model 

Step 1: For FNDNN model take the input as x0, x1,…,xn 

Step 2: Initialize the parameters Ɵ = {w,b,u,c} and 

initialize learning rate  

Step 3: Repeat  

Step 4: Choose a batch of samples at random Cb from C. 

Step 5: Calculate the triangular membership function and 

perform an AND or OR operation on input data to handle 

ambiguous data. 

Step 6: Learn the training samples using the FNDNN. 

Step 7: Determine the error L (Ɵ) 

Step 8: Back-propagate the error in the FNDNN and update 

the parameters.  

Step 9: Apply the L2 regularization to overcome 

overfitting. 

Step 10: Till the stopping criteria is not meet, repeat steps 4 

to 9. 

Step 10: return back M (W, b, µ,c). 

 

The above algorithm illustrates the step-by-step procedure 

for the construction and learning of FNDNN model. 

5. Discussion and Results 

The real time COPD data set is collected from YCM 

Hospital in Pimpri, Pune, Maharashtra, India as part of our 

creative approach. The data set  contains  1500 records of 

COPD patients, which includes mixed data the features are 

Age,gender,smoking history, spirometry parameters 

Like  FEV1,FVC,FEV1/FVC, MWT1,MWT2,MWTBEST, 

diabetes etc. The model is implemented in Python using the 

Keras and TensorFlow libraries. The data is preprocessed 

in such a way that incomplete and redundant data is 

removed and normalized the data. The splitting of the 

testing data and training data sets was done. As the data is 

mixed, like Categorical and integers, the loss function 

suitable for this data is sparse categorical cross entropy. 

For FNDNN model the Fuzzy logic is used to deal with 

uncertain and ambiguous data. Fuzzy rules are created 

based on GOLD guidelines .These rules are applied to the 

Deep Neural Network .But model has shown overfitting 

after integration of Fuzzy logic and Deep Neural Network. 

So to overcome overfitting of model different techniques 

such as cross validation, early stopping, pruning changing 

learning rate and Bayesian regularization are applied on 

dataset. Among this all techniques Bayesian regularization 

shows the desired result. 

For evaluation of the model, the proposed model was 

compared with other classifiers like random forest, 

Decision tree, XGBOOST, KNN, etc. For analysis 

purposes, measures like accuracy, Precision, Recall, and F1 

Score were used. Results show that our proposed model 

gives the better performance compare to all the classifiers 

The output of membership functions is shown in the 

following figures: 

 

Fig.5(a) FVC (MILD) 

 

Fig.5(b) FEV1/FVC (MILD) 

 

Fig.5(c) FEV1 (MILD) 
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Fig.5 (d) FEV1/FVC (moderate) 

Fig. 5 (a) shows the triangular membership function for 

FVC (MILD). Fig. 5 (b) shows the triangular membership 

function for FEV1/FVC (MILD). Fig. 5 (c) shows the 

triangular membership function for FEV1 (MILD). Fig. 5 

(d) shows the triangular membership function for 

FEV1/FVC (moderate). These all membership functions 

are based on (Global Initiative for Chronic Obstructive 

Lung Disease) GOLD guidelines. 

Fuzzy Rule Surface view for FNDNN  

 

 

 

 

 

 

 

Fig.6(a)                                                   Fig.6 (b) 

 

 

 

 

 

 

 

 

Fig.6(c)                                          Fig.6 (d) 

Fig. 6(a) shows the rule for prediction of MILD COPD as 

described as below 

IF (FVC is mild) and (FEV1 is mild) and (FEV1/FVC is 

mild) and (MWT1is mild) and (MWT2 is mild) and 

(MWTBest is mild) and (Pack History is mild) and (CAT is 

mild) and (SGRQ is mild) THEN (COPD is mild) 

Fig 6(b) shows the rule for prediction of 

MODERATE COPD as described as below  

IF (FVC is moderate) and (FEV1 is moderate) and 

(FEV1/FVC is moderate) and (MWT1is moderate) and 

(MWT2 is moderate) and (MWTBest is moderate) and 

(Pack-history is moderate) and (CAT is moderate) and 

(SGRQ is moderate) THEN (COPD is moderate) 

Fig. 6 (c) shows the rule for prediction of SEVERE COPD 

as described as below  

IF (FVC is severe) and (FEV1 is severe) and (FEV1/FVC 

is severe) and (MWT1is severe) and (MWT2 is severe) and 

(MWTBest is severe) and (Pack-history is severe) and 

(CAT is severe)and (SGRQ is severe) THEN (COPD is 

severe) 

Fig. 6(d) shows the rule for prediction of VERY 

SEVERE COPD as described as below  

IF (FVC is very severe) and (FEV1 is very severe) and 

(FEV1/FVC is very severe) and (MWT1is very severe) and 

(MWT2 is very severe) and (MWTBest is very severe) and 

(Pack-history is very severe) and (CAT is very severe) and 

(SGRQ is very severe) THEN (COPD is very severe) 

Output of Defuzzification 

 

Fig.7.Defuzzification 

Fig.7 shows Defuzzified output of Integrated FNDNN 

model. 

TABLE 2. COMPARISION OF CROSS VALIDATION 

N_split

s 

loss  Training 

acc. 

Val_loss Testing 

acc. 

5 2.3276e-04  1.0000 2.6897e-

04 

1.0000 

10 2.3276e-04  1.0000 2.6897e-

04 

1.0000 

15 1.6278e-04  1.0000 1.9676e-

04 

1.0000 

20 0.000  1.0000 0.000 1.0000 
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Table 2 shows the result of different cross validation 

applied on model overcome overfitting but the desired 

result is not achieved. 

TABLE 3. COMPARISON OF CLASSIFIERS 

Sr

.N

o 

Classifier 

used 

Accura

cy 

Precisi

on  

Recall F1 

Score 

1 FNDNN 

with L2 

Regularizati

on 

0.96 0.96 0.96 0.96 

2 KNN 0.77 0.77 0.77 0.77 

3 SVM 0.80 0.80 0.80 0.80 

4 Decision 

Tree 

0.88 0.88 0.88 0.88 

5 Voting  

Classifier 

0.65 0.65 0.65 0.65 

6 Random 

forest 

0.85 0.85 0.85 0.85 

7 XGBOOST 0.88 0.88 0.88 0.88 

8 Gaussian 

Naïve Bayes 

0.85 0.85 0.85 0.85 

 

Table 3 shows a comparative analysis of Classifiers with 

FNDNN model, which shows that FNDNN has highest 

accuracy as compared to other classifiers 

6. Conclusion and Future Work 

As COPD is the leading cause of mortality worldwide. It 

very important to classify the severity levels of COPD 

immediately to provide the emergency treatment to the 

needy one. So in this paper, the FNDNN model has 

developed to classify COPD severity levels based on 

GOLD guidelines. The proposed model has integrated 

fuzzy logic and the Deep Neural Network to remove 

ambiguity in input data and extract Rules for better 

understanding the DNN. And to deal with overfitting 

Bayesian Regularization has applied to the model. The 

model evaluated the FNDNN model on a data set of 1500 

COPD Patients from YCM Hospital, Pimpri, Pune, 

Maharashtra, India, and verified the performance of the 

FNDNN Results shows that the FNDNN model is more 

powerful in its representation capability than existing 

classifiers. The FNDNN has some challenges, like the 

optimized structure of the model. In the future, it will be 

interesting to deploy this model as an android mobile app 

with optimal structure, which will be very useful in 

emergency condition. With this app health care providers 

will easily track patients and provide the treatment.   
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