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Abstract: Despite the fact that there is an abundance of information in the modern world, the widespread impact of false information 

necessitates the utilization of sophisticated methods in order to recognize and uncover it. This research paper addresses the growing 

problem of spreading fake news by utilizing a sophisticated approach that integrates state-of-the-art deep learning techniques, analysis of 

linguistic complexity, and advanced natural language processing (NLP) methods. The paper explores the selection and thorough analysis 

of four cutting-edge deep learning architectures: the LSTM-Attention Mechanism, BERT, and GPT.  The architecture, training process, 

and key parameters of each method are carefully examined, emphasizing their unique advantages and drawbacks. Simultaneously, 

linguistic complexity metrics offer a detailed examination of the intricacies of the text, while NLP techniques like Word Embeddings 

(e.g., Word2Vec) and Named Entity Recognition (NER) help uncover semantic patterns within the text. The research examines not only 

the individual capabilities of these techniques but also explores their potential for collaboration. The thorough analysis and interpretation 

of results provide deep insights into the intricate terrain of misinformation detection.   The combination of deep learning, linguistic 

complexity, and semantic signatures is a key factor that shows promise in improving the accuracy and flexibility of fake news detection 

mechanisms. The findings offer significant insights for researchers, practitioners, and policymakers involved in the ongoing endeavor to 

address the widespread dissemination of false information in modern information ecosystems.  
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1. Introduction  

Information availability in the digital age has opened 

many doors, but it has also unleashed unprecedented 

misinformation. Fake news threatens information 

ecosystems worldwide.   Beyond distribution, it affects 

public sentiment, stories, and political environments. 

This challenge is growing, so efficient detection methods 

must be developed quickly. Fake information evolves 

with technology and communication. Traditional 

methods for detecting and reducing fake news are 

failing. Advanced methods like deep learning, linguistic 

complexity analysis, and semantic signatures are being 

studied. This introduction sets the stage for a thorough 

investigation into the combination of these approaches, 

highlighting their crucial roles in developing effective 

fake news detection systems[1].  

False information is widespread in our information 

ecosystems because the digital age has made information 

accessible to everyone. The availability of information 

and the wide range of online platforms have made it easy 

to spread false or misleading information.   

Misinformation causes societal strife, undermines media 

confidence, and influences important decision-making 

processes like elections[2], [3].  

The COVID-19 pandemic has shown the dangers of 

misinformation. Misinformation about the virus, its 

source, and possible treatments has spread rapidly on 

social media, confusing people and undermining public 

health efforts.   Such misinformation affects global 

public health beyond personal beliefs.   Among the 

widespread spread of fake news, effective detection 

methods are crucial. Identifying and addressing false 

information protects democratic societies' fundamental 

principles as well as information integrity. In a time 

when information is crucial, malicious people use digital 

weaknesses to manipulate stories, create conflict, and 

advance their goals. Effective detection methods protect 

individuals, communities, and institutions from these 

deceptive strategies, enhancing information resilience[4], 

[5].  

Although necessary, traditional fact-checking and 

verification methods cannot handle the massive amount 

and rapid spread of false information.   Misinformation 

creation is complex, requiring a more sophisticated 

detection method. Deep learning, linguistic complexity 

analysis, and semantic signatures are promising 

technologies for fighting fake news. Deep learning, a 

branch of machine learning inspired by the human brain, 

excels at natural language comprehension and pattern 

recognition.  Deep learning is good at detecting fake 

news.   Deep learning models can identify complex 
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patterns, learn from large datasets, and adapt to changing 

circumstances, making them ideal for misinformation[6], 

[7].  

The LSTM-Attention Mechanism is useful for textual 

temporal dynamics analysis. It can capture long-range 

dependencies and target specific sequence elements. 

Transformer-based BERT understands contextualized 

language well, enabling a more nuanced understanding 

of text semantics.The Generative Pre-trained 

Transformer (GPT) uses pre-training on large datasets to 

produce coherent and contextually appropriate text, 

showing its potential to understand misinformation's 

generative elements. These deep learning methods are 

chosen for their unique capabilities and complementary 

structures.   This study investigates these deep learning 

methods for fake news detection to determine their 

unique contributions.  

Deep learning models capture complex patterns well, and 

linguistic complexity analysis adds sophistication to 

detection. Understanding subtle language differences, 

complex sentence construction, and delicate word choice 

can reveal written content's authenticity. Readability 

scores and syntactic complexity measures provide a 

quantitative view of language complexity.   Language 

patterns like sentence length, vocabulary, and grammar 

can indicate deliberate misinformation.   Intentionally 

using complex or simplified language to reach more 

people or avoid detection can create linguistic 

patterns[8], [9].  

Linguistic complexity analysis and deep learning 

improve detection by adding a dimension.   Pattern 

recognition is excellent in deep learning models. 

However, linguistic complexity analysis adds an 

interpretive element, improving fake news detection 

accuracy and comprehensibility. By capturing textual 

meaning and context, semantic signatures distinguish 

authentic content from misinformation. Semantic 

analysis in fake news detection relies on Natural 

Language Processing (NLP) methods to understand and 

extract meaning from human language. Among the many 

NLP techniques, word embeddings like Word2Vec help 

understand semantic connections between words in a 

context. Named Entity Recognition (NER) identifies and 

classifies textual entities, providing context to assess 

information credibility. These NLP techniques add a 

semantic layer to the analysis, making it easier to 

understand contextual signals that distinguish true from 

false information. The detection model improves its 

ability to detect subtle changes and understand the 

intended message by analyzing semantic signatures in 

written text.  

This study carefully selects deep learning architectures 

and natural language processing methods. These people 

were chosen for their unique skills and ability to 

collaborate to improve performance.   Deep learning 

methods like the LSTM-Attention Mechanism, BERT, 

CNN-LSTM Hybrid Model, and GPT are examined for 

their unique benefits. Linguistic complexity analysis 

improves detection interpretability. By measuring 

language complexity, quantitative measures like the 

Flesch-Kincaid Readability Index and syntactic 

complexity can reveal fake newsintricate manipulations 

and deliberate obfuscations.  

NLP techniques like Word Embeddings (Word2Vec) and 

Named Entity Recognition improve textual content 

analysis. The detection process relies on language 

semantic patterns to help the model distinguish between 

true and false information. The research framework is 

intentionally broad and flexible to account for the ever-

changing nature of false information in modern 

information environments. Using deep learning, 

linguistic complexity analysis, and semantic signatures, 

this research aims to improve fake news detection theory 

and practice.  

2. Literature Review 

The widespread occurrence of false information in 

modern information systems has created an urgent 

requirement for strong and creative methods of 

identifying it. This literature review consolidates insights 

from a wide range of scholarly contributions with the 

goal of enhancing our comprehension and reduction of 

misinformation.   This exploration encompasses a range 

of strategies used to effectively detect fake news, 

including optimized neural networks, transformer-based 

models,ethical considerations, and human-in-the-loop 

approaches. The changing environment, made worse by 

events like the COVID-19 pandemic, highlights the need 

to create thorough and flexible solutions.   This 

introduction establishes the context for a thorough 

analysis of the intricate strategies and methodologies that 

researchers have employed to address the widespread 

issue of fake news.  

H. Saleh et al.[10] introduce OPCNN-FAKE, a 

Convolutional Neural Network specifically designed to 

achieve precise identification of fabricated news.  The 

objective is to utilize neural network architectures to 

improve the accuracy and dependability of fake news 

detection. Gupta et al.[11] examine a holistic strategy to 

address the issue of false information, highlighting the 

involvement of various parties and suggesting possible 

measures to take. The paper is expected to explore the 

socio-technical factors involved in reducing the effects of 

misinformation. P. L. Kemp et al.[12] examine the 

cognitive processes associated with the recollection of 

false information in the context of correcting it within 

genuine news.   The primary emphasis is probably placed 
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on comprehending how individuals modify their 

memories when presented with corrections of previously 

encountered misinformation.  Fang et al.[13] introduce 

NSEP, a model designed to detect fake news at an early 

stage by leveraging the semantic context of news 

articles.   This task typically entails examining the 

context and semantics of news content in order to detect 

patterns that are linked to misinformation.  

The study conducted by J. Alghamdi et al.[14] focuses 

on the unique circumstances of COVID-19 and 

investigates the use of transformer-based models for 

identifying fake news. The primary objective is probably 

to utilize sophisticated machine learning methods to 

address the spread of false information pertaining to the 

pandemic. Rai et al.[15] propose a fake news 

classification framework that combines transformer-

based models, enhanced LSTM, and BERT.  The paper is 

expected to explore the intricate technical aspects of the 

proposed model and evaluate its efficacy in performing 

classification tasks. Uppada et al.[16] present innovative 

methods for identifying fraudulent news and profiles on 

internet-based social platforms.  The primary focus is 

likely to be on integrating user social engagement and 

visual content-centric features into the detection model. 

X. Wang et al.[17] suggest a method that utilizes 

blockchain technology to establish traceability and 

authentication of counterfeit news.   The paper is 

expected to examine the potential of blockchain 

technology in improving the transparency and 

dependability of news sources.  

L. Hu et al.[18] concentrate on establishing causal 

relationships in the context of exploiting image-text 

matching bias for multi-modal fake news detection. The 

paper is likely to explore how causal relationships can be 

utilized to enhance the efficiency of detection models. 

Soga et al.[19] investigate the application of stance 

similarity and graph neural networks in the detection of 

fake news. The paper likely explores the correlation 

between analyzing the perspective in news articles and 

utilizing graph structures to improve the accuracy of 

detection. Allein et al.[20] discuss the ethical 

implications of detecting fake news, with a particular 

emphasis on the prevention of profiling. The paper is 

expected to examine the methods of designing detection 

systems that can effectively identify misinformation 

without engaging in unjustified profiling of individuals. 

B. Omar et al.[21] examine the intrinsic and extrinsic 

factors that can be used to predict the dissemination of 

false information among users of social media platforms. 

The study is expected to investigate the impact of 

personal traits and external influences on the spread of 

false information, specifically examining how awareness 

of fake news moderates this process.  

Bonet-Jover et al.[22] utilize a Human-in-the-Loop 

methodology to create a dataset for assessing the 

credibility of content in the battle against 

misinformation. The paper presumably explores the 

methodology of incorporating human judgments into the 

process of creating datasets and the resulting impact on 

enhancing reliability. Ullah et al.[23] present a 

comprehensive analysis of data exfiltration, with a 

specific emphasis on external attack vectors and the 

corresponding countermeasures.  The paper is expected 

to examine different techniques employed by attackers to 

extract data and explore strategies to reduce the risks 

associated with these threats. 

The literature review sheds light on the ever-changing 

field of identifying fake news, uncovering a diverse 

range of methods and viewpoints. The contributions 

encompass a wide range of advanced technological 

solutions, such as blockchain and neural networks, as 

well as detailed examinations of ethical considerations 

and the complex dynamics of information sharing on 

social media. As we navigate the complexities of an 

ever-changing information landscape, the synthesized 

insights from these studies contribute to a more 

comprehensive understanding of the challenges 

presented by misinformation. This review not only 

emphasizes the progress made in detecting fake news, 

but also highlights the interdisciplinary nature of this 

effort, stressing the significance of technological 

advancements, ethical frameworks, and human-in-the-

loop approaches in collectively strengthening our 

defenses against the spread of fake news.  

Deep Learning Analysis 

i. Long Short-Term Memory (LSTM) 

The LSTM network, enhanced with an Attention 

Mechanism, is a complex architecture designed for 

processing sequential data. The LSTM component 

enables the representation of distant relationships in 

sequential data, which is essential for comprehending the 

temporal patterns of language.  The Attention 

Mechanism improves the model's ability to concentrate 

on particular segments of the input sequence, enabling it 

to allocate greater attention to pertinent information as 

shown in eq.1 to 6. 

𝐼𝑛𝑝𝑢𝑡 𝐺𝑎𝑡𝑒: 𝑖𝑡 = 𝜎(𝑊𝑖𝑖𝑥𝑡 + 𝑏𝑖𝑖 + 𝑊ℎ𝑖ℎ𝑡−1 +

𝑏ℎ𝑖)…1 

𝐹𝑜𝑟𝑔𝑒𝑡 𝐺𝑎𝑡𝑒: 𝑓𝑡 = 𝜎(𝑊𝑖𝑓𝑥𝑡 + 𝑏𝑖𝑓 +

𝑊ℎ𝑓ℎ𝑡−1 + 𝑏ℎ𝑓)…2 

𝐶𝑒𝑙𝑙 𝐺𝑎𝑡𝑒: 𝑔𝑡 = tanh (𝑊𝑖𝑔𝑋𝑡 + 𝑏𝑖𝑔 +

𝑊ℎ𝑔ℎ𝑡−1 + 𝑏ℎ𝑔)…3 

𝑂𝑢𝑡𝑝𝑢𝑡 𝐺𝑎𝑡𝑒: 𝑜𝑡 = 𝜎(𝑊𝑖𝑜𝑥𝑡 + 𝑏𝑖𝑜 +

𝑊ℎ𝑜ℎ𝑡−1 + 𝑏ℎ𝑜)…4 

𝐶𝑒𝑙𝑙 𝑆𝑡𝑎𝑡𝑒 𝑈𝑝𝑑𝑎𝑡𝑒: 𝑐𝑡 = 𝑓𝑡⨀𝑐𝑡−1 + 𝑖𝑡⨀𝑔𝑡…5 
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𝐻𝑖𝑑𝑑𝑒𝑛 𝑆𝑡𝑎𝑡𝑒 𝑈𝑝𝑑𝑎𝑡𝑒: ℎ𝑡 = 𝑜𝑡⨀tanh (𝑐𝑡)…6 

where, 𝑊𝑖𝑖, 𝑊𝑖𝑓 , 𝑊𝑖𝑔,𝑊𝑖𝑜= “weight and biases for the 

input gate”, 𝑊ℎ𝑖,𝑊ℎ𝑓,𝑊ℎ𝑔,𝑊ℎ𝑜= “weight and biases for 

the forget gate”,  

The training phase entails adjusting the model 

parameters to minimize the disparity between 

projected and actual outputs.   The 

backpropagation through time (BPTT) 

technique is utilized for gradient calculation, 

while the Adam optimizer modifies the weights 

throughout the training iterations. 

ii. Bidirectional Encoder Representations from 

Transformers (BERT) 

BERT, which is built on the Transformer framework, is 

specifically engineered to comprehend context in both 

directions. The system comprises an encoder stack that 

utilizes attention processes to capture bidirectional links 

between words. The model employs self-attention 

mechanisms to assess the significance of various words 

in the input sequence as shown in eq.7 to 9.  

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒: 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒(𝑄, 𝐾, 𝑉) =

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑄𝐾𝑇

√𝑑𝑘
)𝑉…7 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛: 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) =

𝑐𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, ℎ𝑒𝑎𝑑2 … . ℎ𝑒𝑎𝑑𝑛….8 

𝑤ℎ𝑒𝑟𝑒 ℎ𝑒𝑎𝑑𝑛

= 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

𝐹𝑖𝑛𝑎𝑙 𝑂𝑢𝑡𝑝𝑢𝑡: 𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑋 +

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑋))…9 

 

where, (𝑄, 𝐾, 𝑉)= “Query, Key and value matrices”, 𝑑𝑘= 

“dimension of the key vectors”, 𝑊𝑖
𝑄 , 𝑊𝑖

𝐾 , 𝑊𝑖
𝑉= “weight 

matrices for each attention head”, X= “input sequence”, 

W= “weight matrix”. 

BERT undergoes pre-training on extensive corpora by 

employing masked language model (MLM) objectives 

and next sentence prediction tasks.   During the process 

of fine-tuning for particular tasks, additional layers that 

are relevant to the task are incorporated into the model, 

and the entire model is then fine-tuned using data that is 

specific to the activity 

iii. Generative Pre-trained Transformer (GPT) 

GPT utilizes the Transformer architecture and offers a 

generative methodology for pre-training.   The model 

employs a decoder-only structure, utilizing self-attention 

processes to capture contextual dependencies and 

produce coherent sequences. 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒: 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒(𝑄, 𝐾, 𝑉) =

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑄𝐾𝑇

√𝑑𝑘
)𝑉…10 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛: 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) =

𝑐𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, ℎ𝑒𝑎𝑑2 … . ℎ𝑒𝑎𝑑𝑛….11 

𝑤ℎ𝑒𝑟𝑒 ℎ𝑒𝑎𝑑𝑛

= 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑖
𝑄 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉) 

𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 − 𝑤𝑖𝑠𝑒 𝐹𝑒𝑒𝑑𝐹𝑜𝑟𝑤𝑎𝑟𝑑: 𝐹𝐹𝑁(𝑋) =

𝑅𝑒𝐿𝑈(𝑋𝑊1 + 𝑏1)𝑊2 + 𝑏2…12 

𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 𝑎𝑛𝑑 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝐶𝑂𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛: 𝑂𝑢𝑡𝑝𝑢𝑡 =

𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑋 + 𝐹𝐹𝑁(𝑋))…13 

Linguistic Complexity &Semantic Signatures 

Analysis 

Linguistic complexity metrics offer valuable insights into 

the intricacies of language usage, facilitating the 

detection of sophisticated structures and patterns. The 

metrics encompass readability scores, syntactic 

complexity measures, and various linguistic features that 

assess the complexity of textual information.  

• Readability Score:: The text's readability score of 

8.2 indicates that it can be easily understood by 

individuals with a reading level equivalent to the 

eighth grade.  

• Syntactic Complexity: The text has a syntactic 

complexity of 4.1, indicating a moderate level of 

grammatical intricacy.  

Linguistic complexity metrics enhance the deep learning 

framework by offering detailed insights into the language 

structures found in news articles. By incorporating this 

integration, the model's comprehension of the subtle 

linguistic characteristics linked to false information is 

improved, resulting in more precise categorization.  

The deep learning framework integrates appropriate NLP 

techniques to decipher semantic signatures.   Two crucial 

techniques comprise Word Embeddings, such as 

Word2Vec, and Named Entity Recognition (NER). Word 

embeddings encode semantic relationships between 

words by representing them as compact vectors in a 

multi-dimensional space. Word2Vec is a technique that 

converts words into vectors, allowing the model to 

identify subtle contextual differences and semantic 

connections in fake news articles. Word embeddings 

facilitate the discovery of nuanced semantic patterns in 

fake news, enabling the model to detect coherent 

language structures and discern manipulative utilization 

of words or phrases that are typical of misinformation. 

Named Entity Recognition (NER) is the process of 

identifying and categorizing entities, such as names, 

organizations, and locations, in a given text. This method 

identifies crucial entities in news articles, providing 

insights into the entities that are often targeted in the 

spread of fake news. NER the model acquires the 
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capability to detect particular entities referenced in false 

information, recognizing patterns linked to 

disinformation campaigns, and augmenting its ability to 

differentiate between authentic and deceitful content.  

By integrating linguistic complexity metrics and 

semantic signatures analysis into the deep learning 

framework, a comprehensive approach to detecting fake 

news is established. This approach utilizes both the 

intricacies of language and the semantic content to 

achieve more reliable classification.  

3. Methodology 

i. Data set 

“Fake and Real News Dataset” is a comprehensive 

collection for analyzing and identifying fake news[10].   

The dataset has two main categories: authentic news 

stories from credible news agencies and fraudulent or 

misleading ones as shown in figure-1. The dataset is 

useful for researchers and practitioners who want to 

create and test false news detection models because it 

covers many topics, timeframes, and sources. Every 

entry in the collection includes written content, 

publication date, and news source. The clear distinction 

between real and fake news stories simplifies machine 

learning model training and evaluation, enabling the 

creation of resilient and accurate misinformation 

detection algorithms.    

 

Fig 1 Dataset distribution 

ii. Pre-processing 

Employing efficient preprocessing techniques is essential 

for improving the quality of textual data in the "Fake and 

Real News Dataset" to facilitate subsequent analysis and 

training of machine learning models. To begin with, a 

comprehensive text cleaning and tokenization procedure 

can be executed by utilizing regular expressions to 

exclude non-alphanumeric letters, HTML elements, and 

redundant whitespace. Tokenization is the process of 

dividing the text into separate units, such as individual 

words or tokens.   Afterwards, the process of removing 

stopwords can be implemented to delete frequently used 

words that do not provide substantial meaning to the text, 

hence minimizing irrelevant information in the dataset. 

Finally, lemmatization, the process of reducing words to 

their base or root form, can be used to standardize and 

consolidate vocabulary while preserving semantic value. 

By combining these preprocessing stages, the text input 

is effectively purified, segmented into tokens, and made 

ready for the creation of resilient machine learning 

models for the identification of false information. 

 

Original Text A breaking news story claims that aliens visited Earth last night, leaving scientists 

baffled.   

Text Cleaning 

and Tokenization 

 "A breaking news story claims that aliens visited Earth last night, leaving 

scientists baffled." 

Stopword 

Removal 

 ["breaking", "news", "story", "claims", "aliens", "visited", "Earth", "last", "night", 

"leaving", "scientists", "baffled"] 

Lemmatization ["breaking", "news", "story", "claim", "alien", "visited", "Earth", "last", "night", 

"leaving", "scientist", "baffled"]    
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4. Result and Outputs 

Table 1 Evaluation Metrics for Fake News Detection 

Method Accuracy Precision Recall F1-Score 

LSTM-Attention Mechanism 0.92 0.91 0.94 0.92 

BERT 0.95 0.93 0.96 0.94 

GPT 0.94 0.92 0.95 0.93 

 

 

Fig 2 Evaluation parameters and Linguistic Complexity Metrices 

Table 2Linguistic Complexity Metrics 

Method Readability 

Score 

Syntactic 

Complexity 

LSTM-Attention Mechanism 8.2 4.1 

BERT 7.8 3.9 

GPT 7.9 4 

 

Table 3Semantic Signatures Analysis 

Method Word Embeddings Named Entity Recognition (NER) 

LSTM-Attention Mechanism Strong semantic coherence Accurate identification of entities 

BERT Captures nuanced semantics Robust NER performance 

GPT Diverse word representations Effective NER coverage 

 

The evaluation of fake news detection methods revealed 

that the LSTM-Attention Mechanism exhibited 

impressive performance in table-1,2,3 and figure-2, 

achieving an accuracy of 0.92, precision of 0.91, recall 

of 0.94, and an F1-score of 0.92. The BERT model 

achieved a significantly higher accuracy of 0.95, 

accompanied by precision, recall, and F1-score values of 

0.93, 0.96, and 0.94, respectively.   GPT exhibited 

impressive performance metrics, including an accuracy 

of 0.94, precision of 0.92, recall of 0.95, and an F1-score 

of 0.93. The LSTM-Attention Mechanism had a 

readability score of 8.2 and a syntactic complexity of 4.1, 

while BERT scored 7.8 and 3.9, and GPT scored 7.9 and 

4, respectively, based on linguistic complexity metrics. 

The LSTM-Attention Mechanism demonstrated robust 

semantic consistency in word embeddings and precise 

identification of entities in NER during the analysis of 

semantic signatures.BERT exhibited intricate semantics 

and strong performance in NER, whereas GPT 

demonstrated varied word representations and successful 

coverage in NER.   The findings demonstrate the 

individual strengths of each method in detecting fake 

news. They offer a detailed understanding of how well 

each method performs in different evaluation metrics and 

linguistic complexity analyses.  
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5. Conclusion and Future scope 

The assessment of techniques for identifying fake news, 

such as the LSTM-Attention Mechanism, BERT, and 

GPT, has proven their efficacy in accurately 

distinguishing between authentic and fabricated news 

articles. The findings demonstrate that each approach 

possesses distinct advantages. BERT demonstrates 

exceptional accuracy and nuanced semantics, while the 

LSTM-Attention Mechanism excels in maintaining 

semantic coherence. Additionally, GPT offers a wide 

range of word representations. The results highlight the 

possibility of using advanced deep learning methods, 

linguistic complexity metrics, and semantic signatures 

analysis to effectively and thoroughly identify fake 

news.  Future research should focus on exploring 

ensemble approaches that integrate the strengths of 

multiple models to improve overall detection accuracy. 

Furthermore, exploring the application of these models 

to emerging linguistic and semantic patterns in evolving 

news contexts would enhance the ongoing endeavors to 

address the difficulties presented by the spread of fake 

news.  
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