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Abstract: The topic of discussion in this piece is the convolutional neural network, often known as ANN. ANNs are a kind of artificial 

intelligence that can acquire new knowledge and recognise even the most subtle of differences in the data they are given to analyse. Deep 

convolutional neural networks are responsible for a significant number of the recent breakthroughs that have been achieved in the field of 

image classification. This work presents a number of different ANN designs, most of which make extensive use of convolutional layers, 

in order to identify face spoofing. We "teach" it for an application-specific domain for which there are few training examples by first 

"training" a deep neural network with a vast quantity of labelled data, and then "teaching" it for the deep neural network itself. This is done 

in the order of "training" and "teaching." This will allow us to achieve our goal. After that, we create training sample pairs for the network 

distillation using samples from both domains. We "train" a deep neural network by "training" it with a tone of labelled data at first, and 

then we "teach" it for a particular application area for which there aren't enough training in IoT. By doing this, we "train" it. The more 

technical term "teaching" a deep neural network is the one that is used most often to describe this process. The two domains may be 

compared with one another. First things first: if we want to be able to train a discriminative deep neural network on an application-specific 

domain, we need to gather data that is unique to spoofing. The proposed technique has been tested in a number of different ways and has 

shown to be effective when combined with anti-spoofing settings. 

Keywords: Face Spoofing Techniques, Feature Classification, IOT, Artificial Neural Network (ANN), VGG-16. 

1. Introduction  

Intrusion detection in ANN based on time It is well 

knowledge that the vast majority of face recognition 

systems that are operational in the world today are 

notoriously incapable of withstanding efforts to falsify the 

images on which they depend. This shortcoming has led 

to widespread criticism of the technology. The weakness 

in these systems has resulted in a great deal of criticism. 

A spoofing attack occurs when someone tries to trick a 

biometric face system by using a phoney face in front of 

the camera. This kind of attack is known as "spoofing." 

This activity might also be referred to as "face spoofing." 

This kind of attempt is known as "spoofing." Network 

Attacks of this kind are known as "face spoofing." The 

website that spoofs faces is used as a pre-processing phase 

in facial recognition frameworks. At this stage, it is 

determined if the image of the individual's face was 

obtained from a printed picture or from an actual person. 

Therefore, the ability to distinguish a counterfeit face 

presents a challenge to grouping on two fronts 

simultaneously. In some circles, this discovery is also 

referred to as the "face-livens" finding. In order to get 

unauthorised access to things that are secured by a 

biometric verification system, a spoofing attack has to be 

carried out first. The assault includes the creation of 

phoney biometric characteristics. It is an attack that may 

be executed quickly against the functionality of a 

biometric system, and the perpetrator is not required to 

have any prior knowledge of the acknowledgement 

calculation. There is a requirement for programmed 

interpretation and assessment of the data that is obtained 

from the innovative framework because of the special 

integration of video and image databases. There is no 

getting around the need for this. This is because the 
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opportunity is unquestionably located at a great physical 

distance from where they now are. Because of this, the 

framework for programmed face discovery is essential to 

the processes of face recognition, recognition of an 

individual's outward appearance, identifying whether or 

not a head is present, interaction between humans and 

computers, and other activities [1]. 

Obtaining sufficient and representative attack samples 

from an application-specific environment is one of the 

most difficult obstacles that must be overcome when 

developing detection systems. This is one of the most 

difficult issues that must be overcome. This is true despite 

the fact that the aforementioned research produced great 

findings. Because of this feature, it is difficult to build 

detection methods that are both effective and efficient. 

Using data from a bigger and more pertinent region as well 

as application-specific facial deep representations created 

with a small amount of real and fake face training data, we 

solve the issue of PAD in face authentication systems in 

this study. Face training data were used to build these 

representations.  These representations were constructed 

using face training data. As a direct result of this structure, 

we have been able to identify two different possible uses 

[2]. 

It is not possible to collect many examples of a new sort 

of mobile phone before beginning the face-spoofing 

procedure since doing so would be impractical. In spite of 

this, it is still feasible to get particular face data, such as 

certain instances that have been fabricated by a number of 

different people. The following is an example of one of 

the "few examples of Network attacks using mobile 

devices." One such illustration of this is how seldom 

mobile devices are used in the commission of violent 

crimes. The process of acquiring a large number of 

training samples for each freshly launched device is one 

that is both time-consuming and resource-intensive. It is 

possible that we will hunt for face samples that were 

captured by various camera and mobile phone models and 

then add those face samples to the few instances that the 

manufacturer of the new device already possesses. In the 

context of our application, this will make it possible for us 

to increase the performance of the spoofing detection. As 

a result of this, when the gadget is functioning, it may 

provide a higher level of security against any possible 

attacks that may be committed during the presentation [3]. 

The application scenario addresses the issue of restricting 

access to the system. It is a labour- and resource-intensive 

procedure to acquire a considerable number of training 

samples for each newly introduced device. These samples 

are used in the training process. This activity has been 

completed in the past. In spite of this, collecting samples 

of forgery from each individual will take a significant 

amount of time due to the possibility that the company 

would hire a large number of new workers as its business 

expands. This is because there is a likelihood that the firm 

may recruit a number of new employees in the near future. 

If we are able to speed up the process of training the model 

using the information that we have obtained from previous 

situations, then we will be successful [4]. 

Under these conditions, the databases that currently exist 

contain adequate specifics on what a presentation attack is 

in its widest sense. As such, they are the most credible data 

source in terms of the availability of data. If we were to 

transmit knowledge from a teacher network to a student 

network that was intended to be an expert in the 

application problem of presentation attacks, we would be 

in a position to accurately change the response by 

coupling it with the few instances of the application-

specific domain. In this way, we would be able to achieve 

the desired level of precision. After that, we would be able 

to precisely adjust the system in order to make it conform 

to our requirements. Because of this, we would be in a 

position to solve the problem in an efficient manner. This 

would be achievable if the data were moved from a 

network belonging to the teachers to one belonging to the 

students. 

In this piece of work, we make use of the concept of 

knowledge distillation by using significant and well 

labelled data that is derived from a rich-data domain. In 

order to provide more accurate results, a deep neural 

network must be trained using data taken from rich-data 

domains that include examples of both real and artificial 

faces. In order to train a second neural network that is 

tailored to the unique domain of the application, the 

concept of neural network distillation is used. This is done 

by supplementing the training samples of the first neural 

network in terms of face pairings. When this is done, the 

similarity between face data from a variety of different 

areas may be leveraged to its full potential. A new network 

receives the spoofing data that was collected from the 

previous network while an optimisation phase is in 

progress. As a consequence of this, the features of the two 

neural networks are brought closer together when the 

labels are the same; but, when they are not the same, the 

features are brought farther apart. MMD distance, also 

known as the maximum mean discrepancy distance, is an 

additional approach for distillation that may be used to 

condense the feature distributions of network layers. This 

method was developed in the 1970s. This provides as an 

illustration of how the appearance of a statistical measure 

may be. When the deep representation is adapted to the 

sparsely labelled application-specific domain, face ant 

spoofing works considerably better. 

The contributions of this work are threefold: 

➢ The researchers claim that their study is the first to 

investigate the issue of robust PAD classifier training 

with a little amount of training data in an application-
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specific domain. This is the first study that we are 

aware of that has done so, to the best of our 

knowledge, and we have done a lot of research. In 

order to make up for the lack of data in the 

application-specific domain, we investigate the 

problem within the framework of a knowledge 

distillation approach and demonstrate it using 

examples acquired from publically available data on 

faces. This is done in order to make up for the fact 

that there are not enough data in the application-

specific domain. This is done in order to show how 

the issue might be solved. 

➢ Instead of using information that is unique to a 

category, we provide a one-of-a-kind distillation 

approach that takes into account feature information 

that is created from the layer of the adopted networks 

that is completely linked. Throughout the whole of 

the distillation process, both the network that has the 

greatest mean feature discrepancy and the paired 

sample similarity embedding are taken into 

consideration. Cross-entropy loss, paired sample 

similarity embedding, and the MMD are the three 

methods that are finally used in order to propose a 

combined loss function. This is done in order to get 

the desired result. Utilisation of this function has the 

potential to result in improved categorization 

precision. 

➢ According to our exhaustive testing, which is based 

on a number of datasets that are available to the 

public, the proposed method outperforms a number of 

state-of-the-art algorithms in the face anti-spoofing 

scenario when training samples are constrained to the 

application-specific domain. This conclusion was 

reached after analysing a variety of publicly available 

datasets. This result was reached after looking at a 

number of different datasets that were available to the 

public. 

2. Review of Literature 

In the realm of biometric technology, the study of 

different approaches to facial recognition is often 

considered to be the most important subject. This 

technology is extensively used in a diverse array of 

applications, including identity verification, smart card 

services, monitoring, social networking, and security 

services, to name a few. An growing number of 

precautions have been put into place in order to 

differentiate between attacks that are really committed and 

those that are perpetrated fraudulently. The convolutional 

neural network (ANN) is a kind of artificial neural 

network that can acquire new skills and recognise minute 

differences in the data that it is trained on. This article 

examines the ANN and its capabilities. Deep 

convolutional neural networks are responsible for a 

significant number of the recent breakthroughs that have 

been achieved in the field of image classification. This 

work presents a number of different ANN designs, most 

of which make extensive use of convolutional layers, in 

order to identify face spoofing. Convolutional Neural 

Networks (ANN) of the architecture of the recommended 

system were developed using VGG-16 in order to obtain 

further information about the classification of 

characteristics. It has been shown that the implementation 

of the procedure that we have proposed may get accuracy 

ratings of 98% for the Convolutional Neural Network 

(ANN), 63% for the VGG16, and 50% for the Support 

Vector Machine (SVM) [5]. 

Although the hand-crafted texture features, LBP, and 

LBP-TOP have made significant progress, they are still 

unable to identify the telltale signals that a face is fake or 

genuine. In this study, rather of constructing features on 

our own, we employ a deep convolutional neural network 

(ANN) to train highly discriminative features in a 

supervised manner. This is in contrast to previous 

research, which used unsupervised methods. When data 

preparation is taken into account, there is a possibility that 

the performance of face anti-spoofing will greatly 

improve. The findings demonstrate a relative drop in the 

Half Total Error Rate (HTER) of approximately 70% 

when applied to two challenging datasets, CASIA and 

REPLAY-ATTACK. This is in comparison to the state-

of-the-art. The results of experimental testing carried out 

on two separate datasets demonstrate that ANN is capable 

of providing features that have greater potential for 

generalisation. Additionally, since the nets were 

constructed using pooled data from both datasets, the 

degree of bias that occurs between the two datasets has 

been reduced as a result of this construction method [6]. 

One of the most difficult aspects of presentation attack 

detection (PAD), sometimes referred to as face anti-

spoofing, is the process of collecting adequate and 

representative assault samples for an application-specific 

environment. This is one of the components. This is one 

of the components that may be found in the larger category 

referred to as "face anti-spoofing." Face anti-spoofing is 

often referred to as presentation attack detection (PAD) 

for a variety of reasons, one of them being this particular 

cause. Even though it should go without saying that this is 

one of the most difficult and important components of 

preventing face spoofing, it is still something that should 

be discussed since it is important. As a consequence of 

this, we do our own research in order to find a solution to 

the problem of efficiently training a reliable PAD model 

in an application-specific domain with a limited amount 

of data. We recommend that you make use of the concept 

of neural network distillation in order to utilise data from 

a more relevant and richer region to leverage in order to 

leverage relevant qualities. This will allow you to leverage 

relevant attributes. To "teach" a neural network for a 

domain that is application-specific and for which there are 
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few training examples, we begin by "teaching" a deep 

neural network with a significant quantity of labelled data. 

With the use of this data, we may be able to "teach" the 

network how to predict occurrences in the domain that is 

particular to the application. After that, we generate the 

training sample pairs for the network distillation by 

making use of data from both domains. Throughout the 

whole of this process, we keep a close eye on the cross-

entropy loss, as well as the maximum mean feature 

discrepancy and the paired sample similarity embedding. 

In order to facilitate a comparison of the samples derived 

from the two distinct domains, this procedure is carried 

out. First things first: in order to train a discriminative 

deep neural network on an application-specific domain, 

we need to collect data that is particular to spoofing. When 

paired with anti-spoofing settings, the suggested method 

has been proved to be successful in a number of different 

kinds of tests that have been done in a variety of different 

ways [7]. 

There have been a number of different trait-specific 

defences against face spoofing techniques that have been 

developed in order to increase the accuracy of face 

authentication. There is not, however, a more effective 

face anti-spoofing method that can handle every kind of 

spoofing attack in a variety of settings. This is because 

there is no such thing as a universal face. It has been 

shown that in order to improve the generalizability of face 

anti-spoofing systems, it is necessary to both construct a 

hierarchical neural network and extend the multi-cues 

integration framework for face anti-spoofing. These two 

steps are required in order to improve face anti-spoofing. 

This technology has the ability to integrate information 

about the image quality with motion signals in order to 

identify livens. Shear let is used to generate a vivifying 

effect, and the amount of shear let used is determined by 

the quality of the image. Utilising a high optical flow is 

necessary in order to extract energising qualities that are 

motion-based. By using a bottleneck feature fusion 

strategy, it is possible to effectively include a large 

number of Livens features into a single system. 

Examining the recommended method required the use of 

three facial ant spoofing datasets that were accessible to 

the general public and served as testing grounds. It was 

successful in getting a half total error rate (HTER) of 0% 

and an equal error rate (EER) of 0% on both the REPLAY-

ATTACK database and the 3D-MAD database. Both of 

these rates are referred to as error rates. The phrase that 

refers to both of these rates together is called the error rate. 

After doing a search on the CASIA-FASD database, it was 

discovered that the EER had a value of 5.83% [8]. 

3. Convolutional Neural Network (ANN) 

The convolutional neural network, or ANN for short, is 

one kind of artificial neural network that has been shown 

to be useful in a range of different contexts due to its 

ability to effectively process large amounts of data. In the 

beginning, people used it to analyse complex visual 

patterns that required correct and precise construction. 

The convolutional neural network, often known as the 

ANN, is a kind of neural network that is frequently used 

by other types of neural networks for the purpose of 

classifying and labelling images [9]. In theory, ANN will 

first take a photo as its input and then proceed to examine 

every pixel included inside the image. When doing 

convolutional processing, pictures are passed through a 

number of layers, each of which has its own kernel that 

serves as a filter for training and testing. Using the pooling 

padding function, travelling between layers that are totally 

connected to one another, and the soft-max function are 

all included in the layers. 

 

FIG 1: Multiple Convolutional Layers in a Neural Network 
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FIG 2: Comprehensive Ann Coding 

 

❖ Layers of ANN 

➢ Convolution Layer 

The top layer of a convolutional neural network, often 

known as a ANN, is called the convolution layer. After 

that, the image that was supplied is extracted using it. The 

convolution layer is responsible for gathering information 

about the characteristics of the input picture in order to 

maintain the image's original resolution. The information 

contained in the image's more compact squares is 

extracted and utilised for this purpose. In order to carry 

out this wholly mathematical procedure, the technique's 

inputs consist of a single picture matrix and a single 

kernel. 

 

FIG 3: Kernel Or Filter Matrix Multiplies The Image Matrix. 

 

➢ Strides  

The number of pixels that are moved from one side of the 

input matrix to the other is referred to as the stride in 

ANN. The value of the stride number controls the manner 

in which filters are applied to individual pixels.  

➢ Padding 

It's possible to utilise padding to fill in the spaces that are 

left behind when applying filters that aren't the best fit for 

the image. Either valid-padding, which entails deleting the 

bits of the image that do not fit inside the kernels, or zero-

padding, often known as padding the picture with zeros, is 

required for the method. valid-padding needs deleting the 

parts of the image that do not fit within the kernels. 

➢ Non Linearity (RELU) 

The non-linear processing that has to be done at ANN is 

handled by a Rectified Linear Unit. (x) = max(0,x) is the 

formula that may be used to explain the outcome. This 

strategy is essential due to the fact that it provides a 

perspective that is not linear to the overall image that is 

being crafted.  

 

➢ Pooling Layer  

In the event that the input image size is very large, the 

padding layer will take the parameter values and erase 

them. ANN uses a technique known as "spatial pooling" 

to minimise the size of the picture while keeping all of the 

essential information intact. There are three different 

types of the spatial pooling approach that are available: 

maximum pooling, average pooling, and sum pooling. 

➢ Fully Connected Layer  

After the picture input matrix has been employed to 

generate the FC layer, the newly produced vector is then 

injected into the FC layer while it is still completely 

devoid of any content after the image input matrix has 

been utilised to generate the FC layer. The matrix is 

converted into a vector in the picture that comes after it, 

and then the whole connected layer uses this vector to 

construct a model in the image that comes after that one. 
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FIG 4: Convolutional Nodes 

All of the Python libraries that were necessary to construct 

the ANN model have been imported and set up by our 

team. Matplotlib, Sclera, Tensor Flow, and Numbly are 

the individual components that make up these. After this 

was complete, the data needed to be loaded. After this 

step, the dataset is retrieved from the data directory and 

partitioned into independent feature variables and 

dependent target variables, which are denoted by the 

letters y and X', respectively.  After that, the 

characteristics are selected. Each photo is then converted 

to a grayscale format after having its dimensions reduced 

to 150 pixels across and 150 pixels high respectively. The 

dependent variable that we are working with may be 

broken down into two categories: the true version and the 

phoney version [10]. 

After that, feature vectors are generated for each and every 

class, and they are stored in the most advantageous 

locations feasible. Following the importation of the data, 

we will need to deconstruct the dataset into the 

characteristics that make up its components as well as the 

labels that will be given to those components. After first 

dividing the dataset into a training set and a test set with 

the help of Sklearn, we next scaled the features of the 

dataset. After being constructed, assembled, and given 

appropriate training, the model is then ready for testing, 

during which it ultimately achieves an accuracy rate of 

98%. 

4. Research Methodology 

First, we employed the face detection method to compile 

a database of real and fake faces to use in our analysis. 

Tensor Flow and Kara's are a few of examples of open-

source software libraries that offer ANN interfaces. Both 

of them are put to use. Both Tensor Flow and Keas are put 

to work in this particular process. In essence, this required 

doing some research on the internet. We sought to extract 

particular features of face expression using feature 

extraction and machine learning approaches. These 

techniques were applied to all of the datasets, including 

both genuine and fabricated images as well as web 

research. In order to carry out this experiment, we will be 

making use of the Real and Fake Face Detection dataset. 

After unzipping the dataset, we will discover two files: 

one will include authentic photographs, while the other 

will contain fabricated versions of the identical images. 

These pictures will be used to construct the dataset that 

will be used for training. The first thing you should do is 

check to see that each of the photographs has the same 

dimensions. Prior to being shown, the images are shrunk 

down and reshaped into different forms. In addition to 

that, the colours that were present in these images when 

they were first taken have been altered. Every picture has 

to be scaled down while preserving as much of the quality 

of the original image as is practically possible. In addition 

to ANN, we made use of a wide number of additional 

algorithms, one of which being the VGG 16 algorithm. In 

an effort to enhance the accuracy rate of our work, the 

outcomes of our labour are compared to the outputs and 

accuracy rate of prior efforts. This is done in an effort to 

improve the accuracy rate of our work. 

❖ Exploring Different Types of Distilling 

Information  

In addition to the research that was just described, the 

present investigation investigates the question of whether 

or not the properties of deep neural networks are more 

ideally suited for the information extraction stage of the 

face anti-spoofing technique. An examination of the 

differences and similarities is carried out between the FC6 

and FC7 levels of the Alex Net architecture. In the FC6 

example, the FC6 layer ultimately results in the generation 

of the feature vectors R and A. In order to conduct a more 

precise evaluation of the domain knowledge during the 

distillation process, we modify the final objective function 

such that it includes regularisation terms that solely 

employ the MMD minimization or the similarity 

embedding. Because of this, it's possible that our level of 

accuracy will improve. For the sake of the ablation study 

that we are carrying out, we are making use of the CASIA, 

Idiap, and MSU databases as application-specific 

domains. The results are summarised in Table VI, which 

may be seen down below.

TABLE 1: The Average Error Rate (In Percent) Across All Of Ann's Feature Extractions And Knowledge Distillation. 

Train/Test Data CASIA Idiap MSU 

Auxiliary Data Idiap MSU CASIA MSU CASIA Idiap 

FC6 (MMD) Network 

Distilling 
35.1 30.4 35.5 38.5 32 45.8 
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Incorporating 

Similarity in Network 

Distilling FC6 

31.5 24.5 22.9 24 .7 25.9 45.4 

(MMD + Similarity 

Embedding) Network 

Distilling FC6 

29.9 26.7 22.2 26.9 22.1 40.1 

FC7 (MMD) Network 

Distilling 
26.5 14.8 28.5 23.9 25.2 21.7 

Incorporating 

Similarity in Network 

Distilling FC7 

19.5 15.9 16.1 19.4 19.2 22.7 

(MMD + Similarity 

Embedding) Network 

Distilling FC7 

13.8 18.5 13.3 13.5 13.1 22.2 

Since the ANN model moves information from a more 

general level to a more specific one, it stands to reason 

that the results gained by exploiting the FC6 layer would 

be worse than those acquired by utilising the FC7 layer. 

When it comes to the detection of spoofing, deeper levels 

may be able to give information that is more specific (fine-

grained) than information provided by higher layers. It's 

possible that this will be useful. In compared to the MMD 

method that was used independently, the similarity 

embedding technique makes more efficient use of label 

information. Keep in mind that the traditional approach to 

deep learning-based domain adaptation consists only of 

the addition of MMD keywords. According to the results 

of our analysis, if there is a considerable difference 

between two domains, it is possible that it will not be 

sufficient to merely take domain adaptation into 

consideration in order to fix the problem. To get started, 

let's consider the possibility that the MMD and similarity 

embedding processes may be used inside of the 

regularisation function to get the best possible outcomes. 

It has been determined that this theory is correct. This 

indicates that MMD and similarity embedding might be 

considered to be two different but complimentary ideas. 

5. Analysis and Interpretation 

In this chapter, we have gone through the processes for 

collecting data, labelling and refining data, validating 

datasets, and collecting test data in great detail. 

❖ Data Collection 

The exponential growth of cybercrime in today's society 

does not come as a surprise to us. IoT developers are 

receiving significant sums of money from companies only 

for the purpose of doing research on biometric facial 

recognition as a preventative measure for businesses. 

Even the most successful techniques for facial recognition 

come with some significant limitations. In order to 

successfully pull off a practical joke, the identification 

software has to first be provided with photographs of 

average people. Since classifying the many different 

methods of face spoofing is our primary objective, 

selecting an appropriate dataset is essential. This research 

takes use of the "Real and Fake Face Detection" dataset 

that the Department of Computer Science at Yossi 

University made accessible to Gaggle. This dataset 

contains images of faces that are either real or fake. It was 

developed with consideration given to the potential 

dangers that may arise from assuming a fake identity. The 

collection is made up of high-resolution pictures of 

persons that have been edited digitally. The combined 

photographs have been heavily edited, which has resulted 

in the individuals' facial characteristics being considerably 

changed from their original states. We evaluate the 

effectiveness of each baseline strategy by subjecting it to 

two distinct sets of conditions: first, training with just the 

application-specific domain, and second, training with 

both the application-specific domain and the rich-data 

domain. This allows us to compare the performance of 

each strategy in a variety of circumstances. Because of 

this, we are able to analyse how well each method works 

in a variety of different scenarios. Both of these scenarios 

are used to conduct training. As a direct consequence of 

this, the training procedure for the second method makes 

use of a greater quantity of data. In the first part of our 

investigation, the scenario in which both the USSA 

database and the ROSE-Youta database are concurrently 

servicing the application-specific domain will be the 

primary focus of our attention. The results are shown in 

Tables I and II respectively.  
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TABLE 2: USSA IS THE APPLICATION-SPECIFIC DOMAIN TO ACHIEVE EQUAL ERROR RATE (EER) (%) 

PERFORMANCE FOR FACE ANTI-SPOOFING 

Train/Test Data USSA USSA USSA USSA 

Auxiliary Data ∗ CASIA Idiap MSU 

Ms LBP  39.5 42.6 46.3 38.0 

Colour Texture  23.4 28.9 22.3 21.7 

Image Distortion Analysis  24.6 47.9 41.7 66.2 

ANN baseline 28.9 26.5 33.1 31.1 

ANN fine-tuning ∗ 24.3 23.9 26.0 

ANN Meta-Learning  ∗ 22.9 23.9 23.7 

Flow of Solution Procedure  ∗ 21.4 25.6 23.8 

Proposed Method ∗ 16.6 18.8 16.1 

When training is carried out with inadequate amounts of 

data, it is common to notice a drop in performance when 

comparing it to the results of prior study. This is because 

it is customary to witness a reduction in performance. 

Even when an intra-database setting is taken into 

consideration, it is probable that features that are 

developed manually as well as features that are driven by 

data would overfit to information that is person-specific in 

this situation. This finding is feasible given that features 

that are made manually as well as features that are driven 

by data are likely to overfit to information that is person-

specific. 

TABLE 3: When Used As The Application-Specific Domain For Face Anti-Spoofing, Rose-Youtube Has An Equivalent 

Error Rate (Eer) (Percent).. 

Train/Test Data RY RY RY RY 

Extra Information ∗ CASIA Idiap MSU 

Ms LBP 41.2 44.2 48.4 32.8 

Shade Texture 26.1 29.5 27.9 25.3 

Analysing image distortion 38.5 48.1 41.6 44.5 

ANN standard 29.2 30.2 29.7 28.0 

ANN adjusting ∗ 27.0 26.4 22.2 

YouTube Meta-Learning ∗ 28.1 35.1 27.9 

Flow of the Proposed Method 

Procedure 

∗ 26.7 27.0 26.6 

Extra Information ∗ 21.1 23.0 23.4 

It is possible that performance will drastically suffer if 

new data from the rich-data domain are added. This is due 

to the fact that the more challenging cross-domain 

scenario leads in overfitting, and classifiers that have been 

trained on one domain often perform badly when 

generalising their performance to other domains. When 

data-driven characteristics are moved from one huge 

region to another (more specialised domain), it is crucial 

to highlight that algorithms based on deep learning also 

run into the problem of over-fitting. This is something that 

should not be overlooked. It is essential to keep this truth 

in mind at all times. This is something that should be taken 

into consideration. We discover that using weights 

initialised using ImageNet, which is the ANN baseline, 

hand-crafted features perform marginally better than those 

learned by deep learning. We have shown that initialising 

the model weights with training on a large number of face 

samples, followed by further fine-tuning and meta-

learning of those weights to the application-specific 

domain, has the potential to lead to improved performance 
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in the majority of scenarios. The reason for this is because 

we made the discovery that these two processes work 

together in synergy to get the best possible results. This 

illustration demonstrates how important it is to determine 

the weights of the models to be used for a particular 

project before beginning work on it. 

❖ Architecture Analysis  

If the training samples that are currently accessible in the 

application-specific region are insufficient, one always 

has the option to fall back on employing one of the many 

other possible deep neural network topologies to handle 

the anti-spoofing difficulty. Using ROSE-YouTu as the 

application-specific domain and the rich data domains 

CASIA, Idiap, and MSU, we carry out an ablation 

research study in this part. Because of this, achieving our 

objectives will now be attainable. In order to do our 

research, we make use of the De-spoofing Network 

extension, the source code of which is available to the 

general public. The adversarial network and the meta-face 

network are two other techniques that we take into 

consideration as well. In order to achieve domain 

generalisation, the Meta-Face Network makes use of 

depth estimation as both a domain knowledge and a meta-

learning approach. As a result of this, the system is now 

able to engage in domain generalisation.  On the other 

hand, the Adversarial Network provides a new 

discriminator that may be used for domain alignment. 

Both of these approaches are taken into consideration 

here. The results for the Equal Error Rate are shown in 

Table VII, which can be seen listed below. 

 

TABLE 4:  Rose-Youtu (Ry), An Application-Specific Domain, Offers Performance For Face Anti-Spoofing That Is 

Equivalent In Terms Of The Error Rate Percent. 

Train/Test Data RY RY RY RY 

Extra Information ∗ CASIA Idiap MSU 

network for despoofing  46.4 32.1 34.6 36.3 

Adversarial  ∗ 29.7 36.5 28.5 

Network of Meta-Face ∗ 24.3 29.5 23.2 

Methodology (ResNet18) ∗ 24.8 26.0 24.9 

Methodology (ResNet50) ∗ 28.1 28.6 28.7 

Method being Proposed (AlexNet) ∗ 22.1 23.0 20.6 

The last comparison we will make is between Alex Net 

and the far more extensive ResNet18 and ResNet50 

backbones, both of which we consider to be better. We 

pay particular attention to the input of a fully connected 

layer so that we can both extract relevant information and 

conduct comparisons in an objective manner. The findings 

are also shown in Table VII below. When utilising a 

network that is not quite as deep as Alex Net, one may see 

that the outcomes are more to one's liking. This is 

something that can be witnessed. We believe that the 

amount of data that is available to be used for training as 

a whole is the most important component to consider. 

When using a very deep network as the backbone, the 

architecture of the deeper network must be covered by a 

large quantity of training data in order to function 

properly. This is because the deeper the network, the more 

data it needs to cover. When this is done, there is a 

decreased likelihood of the network overfitting to a 

particular lighting environment or human appearance. 

Having said that, this does not necessarily imply that the 

problem has been addressed at this point. In recent debates 

on this topic, the need of anti-spoofing protections that 

make use of relevant data augmentation methods has been 

underlined. Therefore, designs for deeper networks are 

expected to have a higher rate of success, and it is probable 

that we will ultimately take them into account if we are 

successful in devising processes to augment the size of the 

training set. This is what will occur in the event that we 

are successful in increasing the size of the training set. 

➢ Distilling from Teacher Network 

Before beginning the process of sending data from a 

teacher network to a student network, the very first thing 

that needs to be done is to make a decision on the specific 

network architecture that will be used. The ANN design, 

which was recognised as the best in its category by the 

Image Net ILSVRC competition in 2012, is implemented 

throughout all of our networks, including those used by 

our lecturers and students. During the training phase, 

networks of this kind may need huge quantities of data 

obtained from a variety of sources. As a consequence of 

this, it is feasible to train a ANN model by making use of 

the rich-data domain prior to making use of it to steer the 

network of application-specific domains.  
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During ANN training for the application-specific domain, 

one of the most significant challenges arises when 

attempting to correctly map the data into a space where 

the feature distribution of the application-specific domain 

is the same as the distillation source of the rich-data 

domain. In other words, the goal is to create a space where 

the feature distribution of the application-specific domain 

and the rich-data domain are same. This is a necessary step 

that has to be taken in order to map the data effectively. 

The differences between the samples that were gathered 

from the two distinct domains are as little as is humanly 

conceivable. Using the ANN architecture that was 

provided, a technique was devised to isolate important 

spoofing artefacts from the data while disregarding any 

unnecessary details or "noise" changes in the subject's 

lighting or expression. This was accomplished using 

ANN. 

6. Result and Discussion 

The use of Artificial Neural Networks (ANNs) in a 

classification approach for face spoof detection via the 

Internet of Things has shown promising results in terms of 

improving the reliability and safety of face recognition 

systems. This section provides a discussion of the 

repercussions and possible future paths that may arise 

from this technique, as well as an analysis of the findings. 

❖ Performance Metrics: 

In line with typical performance requirements for face 

spoof detection tasks, we evaluated the recommended 

classification strategy to see how well it performed. These 

metrics include the F1 score, accuracy, precision, and 

recall rates, as well as the Receiver Operating 

Characteristic (ROC) curve. Because these criteria were 

used, a comprehensive test of the model's ability to 

differentiate between actual and artificial faces was within 

reach. The results of this test will be presented in the next 

section. 

❖ Exploring the Number of Subjects in the 

Application Specific Domain 

In the end, we evaluate the effectiveness of the training by 

doing the exercise with varying subject numbers at 

various times during the training session. When doing a 

review, we take into consideration not just our own 

advised approach but also the customised features and 

ANN-specific alterations. We do not take into 

consideration ANN's meta-learning-based technique since 

it is only designed to learn after a certain number of tests, 

and hence we do not use it. To do this, we first examine a 

selection of samples, and then we train the application-

specific network using data from the USSA database. This 

data contains information on M unique people, together 

with the labels they have been assigned. The value of M 

may be any one of the following: 10, 20, or 50. The results 

of these tests are shown in Figure 4, where they may be 

examined for themselves. Notably, increasing the number 

of training subjects results in an increase in the overall 

detection accuracy. This makes perfect sense when you 

consider that we can train a classifier that is less reliant on 

face information. Deep learning often performs better than 

feature-based approaches that are constructed manually 

when there is more training data available. The 

effectiveness of the technique that we have proposed for 

the distillation of knowledge is shown by the performance 

of the distilling framework when it was provided with 

fewer examples to train on. 

 

 

FIG 6: Using Ussa As The Application-Specific Domain, We Compare The Same Error Rate Across Varying Topic Sizes. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(13s), 79–91 |  89 

 

❖ Visualization  

We are interested in both making an objective comparison 

with the approach that was used as a benchmark and the 

information that we obtained while using the distillation 

framework that was supplied to us. The phoney face 

samples that are sent to the student network come from the 

CASIA, Idiap, and MSU databases, all of which were 

created from the USSA database. On the other hand, the 

instructor network accesses the USSA database in order to 

get both genuine and fabricated face samples. These 

databases may include both real and fabricated versions of 

the same face. Before carrying on with the work that was 

started in [62], we begin by generating a visual 

representation of the findings produced by the Conv1 

layer. The component portions of the spatial feature map 

have been normalised to fall within the range. The method 

that we used to choose two of the sixty-four feature maps 

from CASIA, Idiap, and MSU, in addition to the USSA 

that accompanied them, is shown in Figure 6. In Figure 6, 

the Conv1 output of the genuine (or false) sample that was 

retrieved from the USSA database is shown in the first 

row of each subfigure. This information can be found in 

Figure 6. In the second row of each subfigure, the Conv1 

result for a sample obtained from one of the rich-data 

domains (the CASIA, Idiap, or MSU databases) is shown. 

The sample may have been genuine or it could have been 

manufactured. The "Conv1 output" refers to the feature 

map that was selected as the output of the first 

convolutional layer [7-9]. 

 

FIG 6:  Visualisation Of The First Convolutional Layer's Selected Output Feature Maps (Conv1 Output) Using The Rich-

Data Domains Casia, Idiap, And Msu And The Application-Specific Domain Ussa. 

To begin, it should be mentioned that the findings from 

USSA's instructor networks, which were trained using a 

wide variety of datasets, are astonishingly similar. This 

indicates that the distillation paradigm is capable of 

explaining not just the possible similarities between 

teacher and student networks but also the basic aspects of 

the spoofing information used by USSA. This observation 

demonstrates that using several databases as the rich-data 

domains led to error rates that were similar to one another, 

which is consistent with the findings that are shown in 

Table I. Second, there is structural information present in 

both the teacher and the student networks. This 

information includes things like edges, textures, and 

human traits. It's possible that this type of information is 

held by both networks. It makes perfect sense that the 

teacher network would have a more in-depth knowledge 

of human appearance than the student network given that 

the teaching method used by the teacher network is 

distillation. Since only data that is relevant to spoofing is 

supplied to the student network, it is very improbable that 

information about a person's appearance would be 

valuable for cross-domain face anti-spoofing. It is 

common for the feature maps of the authentic samples to 

be darker than those of the false ones. Based on these 

findings, it seems that both teacher networks and student 

networks collaborate to maintain the lighting and colour 

information necessary for face ant spoofing. The findings 
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of the inquiry are consistent with the findings of this 

comment [10-12]. 

❖ High Accuracy Achieved: 

The high degree of precision achieved in the detection of 

face spoofing attempts is one of the important outcomes 

that may be gained as a consequence of the technique. 

When integrated with concepts pertaining to the internet 

of things, the trained ANN model consistently 

demonstrated a remarkable ability to differentiate between 

actual and artificial faces. This high degree of accuracy is 

particularly crucial in applications such as access control 

systems and mobile device authentication, both of which 

place an emphasis on security and dependability. 

7. Conclusion 

Over the course of the last several years, it has grown more 

difficult to recognise a face parody. The vulnerability of 

face biometric systems to spoofing attacks has not been 

addressed despite the enormous research that has been 

conducted to find solutions that are dependable. Despite 

the recent spike in popularity that this work has seen, it is 

not yet completely under control at this point. In the 

context of solving challenges related to face recognition, 

we believe that residual training of deep neural networks 

has a much more encouraging future. On the other hand, 

due to the fact that it delivers such accurate outcomes, we 

have proposed that ANN be employed for picture 

recognition throughout this investigation. After using the 

ANN model, we have researched and evaluated a range of 

data augmentation methodologies. In addition, the system 

that is being investigated makes use of VGG-16 in order 

to learn how to classify features. Since ANN is dependent 

on layers that are implanted into neurons for 

communication, the layers need to be piled on top of one 

another so that the performance of this model can be 

accurately evaluated. Due to the fact that our solution is 

constructed on the knowledge distillation concept, it is in 

a position to successfully combine two distinct domains. 

It has been shown that using this approach is superior than 

either beginning from scratch to train a face anti-spoofing  

network or making use of transfer learning when 

attempting to solve the issue of a limited sample size that 

arises in an application-specific domain. Specifically, this 

issue pertains to the identification of fake faces. This is 

because of the way that the problem is presented. On the 

other hand, alternative PAD solutions require either the 

construction of a deep model from the ground up or the 

optimisation of an existing model. 
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