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Abstract: Myocardial Infarction stands as a prevalent and severe ailment on a global scale. It ranks among the primary contributors to the 

world's highest mortality rates. Sometimes a Myocardial Infarction can show no symptoms at all. It is a disease that occurs when there is 

less supply of blood to the heart. In this research paper the main aim is to evaluate various techniques of Machine Learning to predict 

accurately the disease and the adverse effect of the risk factors. The different ML Techniques are applied on the dataset collected which 

includes 350 entries which includes some MI patients and some non-MI patients including men and women. The dataset is trained and then 

the Ensemble Classifiers are applied that increases prediction performance. The Ensemble Classifiers helps to improve gender specific 

prediction precision by merging classifier prediction. 
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1. Introduction 

Myocardial Infarction, classified as a non-communicable 

disease, stands out as a leading factor contributing to the 

rising global mortality rates. In India, cardiovascular 

diseases (CVD) have reached epidemic proportions, with 

the incidence of heart diseases quadrupling in recent 

years. Lifestyle changes have had a profound impact on 

human health. Human health is negatively impacted by a 

number of risk factors, such as constrictive pericarditis, 

resting blood pressure (Trestbps), serum cholesterol 

(Chol), fasting blood sugar (Fbs), exercise-induced angina 

(Exang), maximum heart rate achieved (Thalach), ST 

depression induced by exercise relative to rest (Oldpeak), 

ST segment shift relative to exercise-induced increases in 

heart rate (Slope), coronary calcium scan (Ca), and 

thalassemia (Thal). One of the most common 

cardiovascular conditions in the trauma field, acute 

myocardial infarction (AMI), is a major factor in this case. 

Acute coronary syndrome is a general term for a number 

of illnesses affecting the heart and blood vessels that are 

included in the larger category of cardiovascular diseases 

(CVD).Acute Myocardial Infarction (AMI) can present as 

Non-ST Elevation Myocardial Infarction (NSTEMI), ST 

Elevation MI (STEMI), or unstable angina (UA). The 

term "acute coronary syndrome" (ACS) refers to a variety 

of diseases [2].  

This research throws light over Myocardial Infarction 

(MI) that has been the most severe symptom of coronary 

heart disease. The most satiating attribute of this disease 

is the sudden death risk in the initial days and in later 

stages following myocardial infarction. The relevance of 

this research is substantially evaluating the mortality risk, 

that helps to improve the patient's health via different 

treatment strategies. Several research studies have been 

conducted to assess the findings and factors influencing 

the survival of individuals with myocardial infarction. The 

findings may nevertheless vary because of variations in 

the areas of socioeconomic geographical indicators [3,28]. 

The objective of this research is to develop an effective 

model for predicting and visually interpreting the risk of 

death following myocardial infarction. This involves 

highlighting key mortality variables and assessing the 

nature of their impact. This research helps to find the 

diseases like Hypertension and Coronary Artery Disease 

using DBN and Ensemble classifier. The research 

encompasses gathering data and employing Machine 

Learning Algorithms for the purpose of data classification. 

The data are collected for patients on gender basis 

suffering from myocardial infarction along with other 

symptoms.[4] 

2. Related Works 

Research on cardiovascular illness began to rely more on 

artificial intelligence and data mining in 2010 [29, 32, 34]. 

Scholars like "Kavitha, Ramakrishnan, and Manoj K. 

Singh" utilized training based on performance gradients 

for selecting data, and they suggested an evolutionary 

computation method to tackle the difficulties presented by 

adding new datasets [23, 35]. They found the ideal set of 

weights for performance by using genetic algorithms. 

Data mining became one of the most popular areas for 

analyzing and categorizing medical data in 2011 in order 

to make predictions and find patterns. In order to give 
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patient-specific assessments or suggestions based on 

unique patient features, "Padmakumari K. N. Anooj" 

argued for the creation of a clinical decision support 

system [24]. The weighted fuzzy rules were generated 

from categorized datasets using an automated method. 

Decision tree classifiers were then used to generate 

decision tree rules, which helped create fuzzy rules for 

estimating the risk of cardiovascular diseases. Significant 

attempts were made in 2012 to forecast and diagnose heart 

disease using a range of data mining approaches. 

'Minghao, Yongjun, Ho Sun, Jang, Keun' proposed an 

incremental decision tree induction approach that used an 

ensemble method to mine evolutionary diagnostic criteria 

for cardiac arrhythmia categorization. Their suggested 

model beat existing algorithms in terms of accuracy and 

efficiency [13,37]. Example data for diagnosing 

arrhythmia from the UCI Repository was used to test the 

performance of the proposed method. ECG signal data 

was evaluated for Heart Disease Classification, and the 

newly developed method was compared to current 

algorithms such as SVM, ANN, and Decision Tree.  

In 2013, data mining approaches were predominantly 

employed in research within the Cardiac Heart Disease 

field. Jafar et al. published a dataset with 303 patients and 

54 attributes that captured a variety of important aspects 

[14]. They also offered a feature development strategy to 

improve the dataset. Following that, information gain and 

confidence measures were used to assess the usefulness of 

characteristics related to coronary artery disease (CAD). 

To evaluate performance utilizing the expanded dataset, 

various approaches such as Nave Bayes, SMO, Bagging, 

and Artificial Neural Networks (ANN) were used. A 

unique algorithm was applied inside the feature 

development process to produce new features (LAD 

recognizer, LCX recognizer, RCA recognizer) aimed at 

assessing the existence of blockages in three arteries 

[43,38]. Any of these newly generated traits with elevated 

values indicates an increased chance of coronary artery 

disease (CAD). The analysis utilized Rapid Miner tools, 

and Information Gain and Gini Index indicators were 

calculated for various features [44,20]. 

A wide range of innovative methodologies, paired with 

data mining algorithms, were used in numerous studies 

in 2014. 

'Hlaudi Daniel, Mosima's study attempted to use data 

mining techniques on patient datasets to forecast possible 

heart attacks, with an emphasis on identifying the model 

with the highest proportion of correct diagnosis 

predictions [45,43]. GA-KM and MPSO-KM data mining 

methods were used to cluster the heart disease dataset and 

estimate model accuracy [46]. Confusion matrices for 

these data mining methods were developed, assisting in 

the development of illness prognostic models based on 

specified features [47,41]. By 2015, Data Mining has 

established itself as an effective field in healthcare 

[45,59,42]. To assure reliable findings, certain data mining 

methods, such as Nave Bayes, were developed [48]. 

Randa et al. proposed a methodology that involves 

integrating the results of machine learning analyses 

conducted on diverse datasets with a specific focus on 

Coronary Artery Disease (CAD). This approach addresses 

challenges related to missing and inconsistent data that 

may arise during the data collection process. They applied 

C4.5 and Decision Tree algorithms to a unified dataset, 

leading to the generation of new decision trees [49,50]. 

The Cleveland Dataset was utilized in this analysis 

[31,40]. 

Big Data Analytics gained popularity in 2016 for tackling 

healthcare-related challenges. 'Purushottam, Kanak, and 

Richa' developed a framework to discover principles for 

predicting patients' risk levels based on supplied health 

characteristics [51]. To select the optimum subset of 

criteria for forecasting risk, a hill climbing algorithm was 

used. 

In 2017, substantial breakthroughs in the healthcare 

sector, notably in the domain of cardiac disorders, 

demonstrated more effective and accurate methods to 

results. The RFRS algorithm was used by Xiao et al. to 

improve the efficiency and efficacy of categorizing heart 

disease diagnosis. They presented a hybrid classification 

technique to handle redundant and relevant 

characteristics, resulting in improved overall performance 

[52,58]. 

Throughout 2018, extensive research was conducted on 

the facets and associated risks of coronary artery disease, 

along with other ailments related to heart diseases. 

'Kathleen, Julia' developed an improved deep neural 

network (DNN) learning method that would assist both 

patients and healthcare workers [53]. The goal was to 

increase the accuracy and reliability of identifying and 

prognosis in patients with cardiac disease [54]. This study 

made use of the Cleveland Clinic dataset. Diagnostic 

accuracy, F-score, specificity, precision, sensitivity , K-S 

tests, ROC curve, and  were used to assess the approach's 

accuracy [52,55,59,60].Multiple integrated techniques 

were used in 2019 to improve illness detection and 

prediction accuracy. In the study by 'Senthilkumar, 

Chandrasegar, and Gautam,' a novel way to identifying 

key information using machine learning techniques was 

developed, eventually improving accuracy for forecasting 

cardiovascular disease. For prediction, the Hybrid 

Random Forest model was combined with a linear 

HRFLM model. HRFLM used an Artificial Neural 

Network with backpropagation [56] as input, containing 

13 clinical characteristics. In the UCI dataset, weight ideas 

from the literature, such as Multiple Criteria Decision 
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Making (MCDM) applied to the Incremental Feature 

Selection (IFS) dataset, were employed [57]. The 

outcomes were examined and assessed in comparison to 

other standard approaches.
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Table 1: - Comprehensive Summary [3] 

 

3. Methodology 

The prediction of Myocardial Infarction with Machine 

Learning Technique used various steps as: 

➢ Collection of data from various datasets like 

different hospitals and UCI Repository. 

➢ Pre-Processing of Data by Importing Libraries. 

➢ Training of Data is done by ML Algorithms 

➢ Different ML Algorithms used. 

 

High Risk Factor Low Risk Factor 

High Blood Pressure Smoking 

High LDL cholesterol levels Lack of Exercise 

Low HDL cholesterol levels Diet 

Obesity Age 

Thalassemia(Thal) Exercise Induced Angina 

Slope Gender 

Coronary Calcium Scan (Ca) Fasting Blood Sugar 

                     

Table 2: Risk Factors Classification based on the Research 

A. Collection of data 

Data for the analysis and prediction of the disease is 

gathered from diverse sources, including various Indian 

Hospitals, the UCI Repository, and Kaggle. The hospitals 

that actively participated in the research are: 
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Table 3: - List of Hospitals for Data Collection 

B. Pre-Processing of Data 

The second step after Data Collection is preprocessing 

step that is done with the help of Python Programming. 

Initially, we examined the dataset for any missing values 

and subsequently eliminated them. 

 

C. Training of Data 

The dataset collected is summarized and visualized after 

importing the necessary libraries. Following that, several 

algorithms are assessed to make predictions. The 

Categorial data are encoded. Finally, the dataset is 

divided, and feature scaling is implemented. Utilizing 

feature selection and feature extraction algorithms 

facilitates effective data reduction. 

 

D. Different Machine Learning Algorithms  

In this Research Paper the methods of Machine Learning 

Algorithms that are used are:  

a) Deep Belief Network 

b) Ensemble Classifiers 

After the data training step, classification is done by 

numerous machine learning algorithms among which 

Support Vector Machine, Logistic Regression and 

Random Forest produced better results[5]. DBN and 

Ensemble classifier generates more accurate solutions 

than a single model, this has been the case in several 

machine learning competitions, where the winning 

solutions used these methods.[6,21]  

 Ensemble classifier reduces the dispersion and 

spread of predictions and model performance. 

 DBN learning algorithm scan the dataset and 

short the training time on GPU powered 

machine. 

Deep Belief Network 

One of the Deep Neural Network is DBN which is an 

unsupervised network like RBM’s. 

An RBM is made up of an input layer and a hidden layer, 

where the hidden layer uses connection weights W to 

detect characteristics in the data from the visible layer. 

Equations (2) and (3) may be used to explain this process 

mathematically, where v represents the input vector and h 

is the hidden vector [6,7,8]. As shown in Equation (4), the 

RBM energy-based model defines the joint distribution of 

the visible vector v and the hidden vector h, where E(v, h) 

represents the energy of a joint configuration of the hidden 

and visible units. Given a visible vector v, the hidden 

vector is stated as a conditional probability P(h|v). 

Likewise, the probability P(v|h) is calculated. 

   𝑃(ℎ 𝑣⁄ ) =
𝑃(ℎ,𝑣)

𝑃𝑣
                (2) 

    𝑃(𝑣 ℎ) =
𝑃(𝑣,ℎ)

𝑃(ℎ)
⁄                (3)  

    𝑃(ℎ, 𝑣) = 𝑃(𝑣, ℎ) =
1

ℎ
𝑒−𝐸(𝑣,ℎ)  (4) 

       𝑍 = 𝜀𝑣,ℎ𝑒−𝐸(𝑣,ℎ)                (5) 

                                        

 

The given figure 4 shows the process flow of Deep Belief Network [12] 
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Ensemble Classifier 

This methodology is applied to boost the precision of 

classifiers. Employing this ensemble method proves 

effective in enhancing accuracy of various cardiac disease 

prediction systems.. The goal of integrating several 

classifiers is to achieve greater performance than a single 

classifier [22]. 

In the given dataset, training patterns are represented as 

{(x, t), (x, t), ..., (x, t)}, where each pattern is defined by 

an n-dimensional vector of continuous-valued features 

denoted as x.j = < x j1, x j2, ..., x jn >, and a class label tj 

with tj ∈ {class1, class2, ..., class Nclass}. A layer is 

identified as l, and the K clusters at layer l are denoted by 

Ω_(l,1), Ω_(l,2), ..., Ω_(l,k) where 1 ≤ l ≤ N layers. A 

structure in the training dataset is comparable to a vertex 

in n-dimensional Euclidean space.The primary goal of the 

clustering method is to categorize sets of data that exhibit 

mathematical similarity. For two patterns in the training 

set, represented as (xi, ti) and (xj, tj), their distance 

function d is defined in terms of their Euclidean distance. 

This distance function measures the mathematical 

dissimilarity between patterns, allowing for the 

categorization of data based on their similarity metrics. 

𝒅(𝒙𝒊, 𝒙𝒋) = √∑(𝒙𝒊𝒌 − 𝒙𝒋𝒌)𝟐

𝒏

𝒌=𝟏

 

where “xi =< xi1, xi2, ..., xin>” and “xj= < x j1, x j2, ..., x jn>”. 

Let a set of K-clusters Ω𝑙,1Ω𝑙,2 … Ω𝑙,𝑘 at layer l, the 

connected cluster centers ϒl = {Kl,1, Kl,2, . . ., Kl, K} are 

coincidentally started, and the clustering algorithm seeks 

to minimize a optimal solution for each data set in the 

training dataset. 

𝑗𝐿𝑖=∑ ∑ 𝑑(𝑥𝑗∀𝑥𝑗∈Ω𝑖,𝑘
𝐾
𝑘=1 ,𝑘𝑖,𝑘)….. 15 

In the conclusion of the clustering procedure at layer l, 

each design (xi, ti) is allocated to a specific cluster Ω_(l,k), 

where 1 ≤ k ≤ K. This assignment results in clusters being 

classified as either atomic or non-atomic. For each cluster 

Ω_(l,k), a class-distributed vector is defined. This vector 

provides information about the distribution of classes 

within the cluster, delineating how different class labels 

are distributed among the patterns assigned to that 

particular cluster. 

 

ΦΩ𝑙,𝑘
(𝑐𝑖) = ∑ Φ(𝑡𝑗, 𝑐𝑗)

∀(𝑥𝑗,𝑡𝑗)∈Ω𝑙,𝑘

 

where 

𝜙(𝑡𝑗 , 𝑐𝑖) = {
1
0

𝑖𝑓 𝑡𝑗 = 𝑐𝑗  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                 17 

and ci ∈ {class1, class2, ..., classNclass}. A cluster Ω𝑙,𝑘 is 

defined atomic if 

max (ΦΩ𝑙,𝑘
)

∑ ΦΩ𝑙,𝑘
(𝑐𝑖)∀𝑐𝑖

= 1                        18 

A cluster that does not fulfil (5) contains patterns from 

several classes and is therefore considered non-atomic. An 

atomic cluster's Ω𝑙,𝑘 class designation is remembered as 

𝛽𝑙,𝑘 = 𝑎𝑟𝑔𝑚𝑎𝑥ΦΩ𝑙,𝑘
(𝑐𝑖)                  19 

where ci ∈ {class1, class2, ..., classNclass}. 

A neural network 𝜃𝑙,𝑘 is trained on the system is consisted 

in each non-atomic cluster Ω𝑙,𝑘 to understand the decision 

boundaries. Classification of a test pattern x begins with 

the discovery of the suitable cluster at every layer. The 

distance between x and the center of each cluster Κl,k is 

calculated  using (1) and the suitable  cluster at layer l is 

chosen as 

Ω𝑙,𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝑑(𝒙, 𝑘𝑙,𝑘)                       14 

 

The different Classifier that will be used for the prediction 

are: - 

(i) Bayesian Network (BN) 

The Naive Bayes (NB) classifier is based on the 

assumption that characteristics are independent of one 

another. In contrast, the opposing extreme hypothesis 

holds that all traits are interdependent. As a result of the 

Bayesian Network (BN) model, a directed acyclic graph 

is generated. The nodes in this graph represent random 

variables, while the edges depict conditional 

interdependence between these variables. The graph's 

structure illustrates the probabilistic linkages and 

dependencies between the dataset's distinct attributes. 

Models like this are called BN. Complete models for the 

variables and their connections are regarded as BNs. [25]. 

In this Research work a classification strategy is proposed 

based on multi-dimensional BN Classifiers. In this all the 

target values are grouped into one classification task 

focussing on the relationships between them.  

(ii) Naïve Bayes Classifier (NBC) 

           One method of text categorization is allocated to a 

certain document 𝑑 the class 𝑐∗       

           = arg 𝑚𝑎𝑥𝑐  𝑝(𝑐|𝑑).  

The development of the Naive Bayes (NB) classifier 

begins by applying Bayes' rule. This rule is a fundamental 

principle in probability theory that allows for the 

calculation of conditional probabilities by incorporating 

prior knowledge. In the context of the NB classifier, 

Bayes' rule is employed to estimate the probability of a 

particular class given observed features, taking into 
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account the prior probability of that class and the 

likelihood of the observed features given that class. 

                                                       𝑃(𝑐|𝑑) =
𝑃(𝑐)𝑃(𝑑|𝑐) 

𝑃(𝑑)
,                                                 

[26] 

            where P(d) shows no role in choosing 𝑐∗. To 

approximate the term,  P (d | c), NBC it by           

            supposing the 𝑓𝑖
′𝑠 are provisionally individually 

given 𝑑′𝑠 class:  

                                               𝑃𝑁𝐵(𝑐|𝑑) ≔

 
𝑃(𝑐)(∏ 𝑃(𝑓𝑖|𝑐)𝑛𝑖(𝑑)𝑚

𝑖=1

𝑃(𝑑)
                                          [27] 

The training procedure employs add-one smoothing to 

estimate the relative-frequency probabilities P(c) and 

P(f_i | c). When specific combinations of class (c) and 

feature (f_i) pairs are missing from the training data, this 

strategy is used to handle the problem of zero probability. 

By adding a pseudocount of one to all conceivable 

outcomes, add-one smoothing assures that even unseen 

combinations receive a non-zero probability, preventing 

probabilities from being wholly relied on observable data 

and avoiding the problem of zero probability for unseen 

occurrences. 

(iii)  Random Forest (RF) 

An ensemble classifier, employed to enhance the accuracy 

of machine learning algorithms, is utilized for improved 

performance. Using RF techniques could assist in the 

identification of pertinent independent variables and 

empower the system to autonomously select its 

functionality. 

Multiple studies have consistently confirmed the 

importance of choosing multiple options for each shrub in 

empirical investigations. This underscores the superiority 

of such an approach in respect to prediction accuracy.[36] 

In Scikit-learn, Gini Significance is utilized to assess the 

importance of each node in a Decision Tree, particularly 

when there are only two child nodes. 

 

𝑛𝑖𝑗 = 𝑤𝑗𝐶𝑗 − 𝑤𝑙𝑒𝑓𝑡(𝑗)𝐶𝑙𝑒𝑓𝑡(𝑗) − 𝑤𝑟𝑖𝑔ℎ𝑡(𝑗)𝐶𝑟𝑖𝑔ℎ𝑡(𝑗)                            

[33] 

Where, 𝑛𝑖𝑗= the importance of node j 

𝐶𝑗 = the impurity value of node j 

𝑤𝑗 = weighted number of samples reaching node j 

𝑟𝑖𝑔ℎ𝑡(𝑗) = child node from right split on node j 

𝑙𝑒𝑓𝑡(𝑗) = child node from left split on node j 

 

Where, 𝑛𝑖𝑗 represents the significance of node j, 𝑤𝑗  is the 

weighted number of samples reaching node j, 𝐶𝑗 

represents the impurity value of node j, 𝑙𝑒𝑓𝑡(𝑗) shows 

child node from left split on node j and 𝑟𝑖𝑔ℎ𝑡(𝑗) is child 

node from right split on node j. 

 

(iv)  C4.5 

The foundational ID3 algorithm, a straightforward 

Decision Tree algorithm developed by Quinlan, serves as 

the basis for the C4.5 algorithm.[39] This algorithm 

divides trees based on the information gain ratio and takes 

input data, producing a Decision Tree as the output. 

This method generates univariate trees, utilizing Decision 

Trees to represent classification rules. The tree splitting 

process ceases when it drops below a predefined threshold 

value, implementing pruning based on errors. This 

approach proves effective in handling numeric 

properties.[41,29] 

 

(v) Multilayer Perceptron (MP) 

The MP algorithm employs artificial neurons distributed 

across multiple layers, including hidden layers, to address 

challenges in binary classification[28,32].These 

biologically inspired algorithms utilize perceptrons as 

artificial neurons, each equipped with an activation 

function. The activation function maps each neuron's 

weighted inputs, resulting in the reduction of layers to 

two[20,21]. Perceptrons learn by adjusting the weights 

they are assigned in the process [66][67][68]. 
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Figure 1: - Proposed Work 

4. Proposed Parameters and Results 

The effectiveness of the proposed technique was 

evaluated using DBN and ensemble classifiers (C4.5, RF, 

BN), achieving prediction accuracies of 89.32%, 87.53%, 

81.29%, and 76.59%, respectively, as detailed in Table 

4—marking them as the most successful modeling 

strategies.[30] The rules generated by the C5 algorithm 

are provided in Table 5. Figure 10 illustrates a graphical 

representation of the proposed methods, considering 

accuracy, precision, sensitivity, and specificity [61][62]. 

The evaluation of the suggested technique employs a set 

of performance metrics for assessment. 

• 𝑇𝑜𝑡𝑎𝑙_𝐼𝑚𝑎𝑔𝑒𝑠 The sum amount of examined 

pictures.  

• 𝑇𝑃 (True positive): Detected the altered images 

without error.  

• 𝑇𝑁 (True negative): Validated as authentic on 

visual inspection.  

• 𝐹𝑁 (False negative): falsely recognized 

manipulated images or manipulated images that 

were mistakenly thought to be genuine.  

• 𝐹𝑃 (False positive): images that have been 

mistakenly recognized as being genuine or as 

being manipulated. 

    The formulas for these are as follows:  

      𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑇𝑜𝑡𝑎𝑙_𝐼𝑚𝑎𝑔𝑒𝑠
× 100       [7]    

   𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                          [8] 

  𝑅𝑒𝑐𝑎𝑙𝑙 = (
𝑇𝑃

𝑇𝑃+𝐹𝑁
)   [9] 

                          

Techniques Accuracy Precision Sensitivity Specificity 

DBN 89.32% 84.04% 86.63% 82.45% 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(13s), 106–121 |  114 

C4.5 87.53% 82.75% 83.69% 80.37% 

RF 81.29% 79.45% 80.58% 78.35% 

BN 76.59% 72.83% 77.29% 74.33% 

Table 4: The algorithms were compared for their accuracy, precision, sensitivity, and specificity. 

 

Fig 5: - A visual representation of the proposed method is depicted in the graph. 

The DBN algorithm highlighted specific variables, such 

as elevated cholesterol (0.14), elevated triglycerides 

(0.12), elevated blood pressure (0.10), nicotine (0.09), 

addictions (0.08), and DLP (0.08), along with a high 

concentration of lipoprotein (HDL; 0.06), as contributors 

to increased cardiovascular disease (CVD) risk. 

Conversely, a diabetic condition (0.07), age (0.07), and 

familial risk of CVD (0.07) emerged as the predominant 

predictors of myocardial infarction (MI). In contrast, the 

C4.5 algorithm (0.18), illustrated in Figure identified 

various background [57]characteristics, including 

nicotine dependency, high blood pressure, age, and 

triglyceride levels (0.23, 0.22, 0.19, and 0.10, 

respectively), as significant predictors of MI.[31]The RF 

algorithms uncovered several risk factors for MI, with 

smoking history (0.09), hypertension (0.09), BMI (0.09), 

LDL cholesterol levels (0.08), HDL cholesterol levels 

(0.08), lifespan (0.08), and diabetes (0.08) identified as 

risk variables (Figure 11c). Figure 11d presents the BN 

algorithm results, identifying cigarette use (0.33), LDL 

(0.17), addictive behaviors (0.14), cholesterol levels 

(0.09), HDL level (0.08), triglycerides (0.06), DLP (0.03), 

lifespan (0.03), weight (0.02), and hypertension (0.02) as 

the strongest predictors of MI [63][64][65]. 

 

Fig 6 
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Fig 7 

 

 

Fig 8 

The figure illustrates the frequency of heart disease occurrence in both test and train data across different 

genders, as determined by the Decision Tree. 
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                                                                              Graph B 

5. Conclusion and Future Scope 

Myocardial Infarction (MI), commonly known as a heart 

attack, occurs when the blood supply to the heart is 

suddenly cut off or significantly reduced. This event may 

unfold without warning signs, leading to undiagnosed 

cases, or it can manifest as a catastrophic incident 

resulting in a rapid decline in hemodynamic status and 

increased mortality. Coronary Artery Disease (CAD), the 

leading cause of mortality in the United States, underlies 

most instances of MI. The myocardium experiences 

oxygen deprivation with coronary artery occlusion, 

potentially leading to myocardial cell death and necrosis 

due to prolonged hypoxia. 

Diagnosing Cardiovascular Disease (CVD) involves 

methods such as electrocardiography, ultrasonography, 

angiography, blood tests, and other diagnostic tools. 

However, these procedures are time-consuming and 

expensive, requiring multiple tests. This paper aims to 

showcase the utilization of Machine Learning (ML) for 

predicting MI based on gender. Recently developed ML-

based CVD prediction techniques seek to enhance existing 

diagnostic methods. The experiment's results reveal that 

the developed Deep Belief Network (DBN) approach 

demonstrates notable accuracy (89.32%), precision 

(84.04%), sensitivity (86.63%), and specificity (82.45%). 

Future research should focus on advancing model 

development and practical implementation. 
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