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Abstract: As a major world health problem, respiratory illnesses need new ways to be diagnosed so they can be found early and 

correctly. This study is mostly about creating and improving advanced deep learning models for biological picture analysis to make it 

easier to diagnose lung illnesses. Using the strength of convolutional neural networks (CNNs) and residual neural networks (RNNs), our 

suggested models are meant to pull out complex patterns and time-dependent relationships from a range of biological imaging types, 

including X-rays, CT scans, and microscopic pictures. As a first step in our study, we use preparation and addition methods to make the 

models more stable by dealing with inconsistent and limited data. After that, a CNN-RNN design that combines the best features of both 

networks is suggested as a way to record both the spatial and temporal changes of biological pictures. People use transfer learning 

techniques to use models that have already been trained on big datasets, which improves performance even when there isn't a lot of 

named biological data. So that the models are useful in real life, they are trained and tested on large datasets that come from a wide range 

of groups and include a wide range of lung diseases. The evaluation criteria include sensitivity, specificity, and total accuracy, which 

give a full picture of how well the models can diagnose. Also, explainability methods are used to make the decision-making process 

more open and clear. This makes healthcare workers more likely to believe the suggested deep learning models. The results of this study 

could greatly improve the way lung diseases are diagnosed, allowing for early care and customized plans. Deep learning is always getting 

better, and our models help with the ongoing work to use AI to make healthcare better, especially for people with lung illnesses. 

Keywords: Respiratory Disease Diagnosis, Biomedical Image Analysis, Deep Learning Models, Convolutional Neural 

Networks (CNNs), Transfer Learning 

1. Introduction 

Pneumonia is a major world health problem that causes a 

lot of illness and death, especially in groups that are 

already weak. For effective treatment to work and for 

patients to have better results, pneumonia must be 

diagnosed quickly and correctly. Together with advanced 

deep learning models, biomedical picture analysis has 

become an interesting way to improve the accuracy of 

lung diseases diagnoses, especially when it comes to 

pneumonia. Inflammation of the lung tissue is what 

pneumonia is. It is usually caused by germs like bacteria, 

viruses, or fungus. Because it has a lot of different causes 

and symptoms that are similar to those of other lung 

diseases, it can be hard to diagnose quickly with standard 

methods. Conventional diagnostic tools, like physical 

exams and lab tests, aren't always sensitive or detailed 

enough, which can cause cases to be delayed or wrongly 

identified [1]. Biomedical imaging has been useful in this 

situation as an addition to more standard ways of 

diagnosing. X-rays and computed tomography (CT) 

scans, which are types of radiological imaging, give 

doctors a lot of information about the structural problems 

and patterns that are linked to pneumonia. But the sheer 

amount and complexity of medical imaging data means 

that new ways of interpreting it quickly and correctly are 

needed. The [2] use of deep learning models in 

biological picture analysis has changed the way lung 

diseases are diagnosed, with pneumonia being the main 

example. Convolutional Neural Networks (CNNs), 

which are a type of deep learning design, are very good 

at learning complex spatial properties from pictures. 

These networks are very good at getting useful 

information from chest x-rays, like finding small 

opacities, consolidations, and other tell-tale signs of 

pneumonia. As in Figure 1 (a), the left side of the picture 

shows a normal patient's chest with no problems, while 

the right side shows a lung sac that is usually full of 

liquid. In a normal chest x-ray, the structure of the lungs 

looks clear and well-defined, which means the breathing 

system is healthy. The right figure 1 (b), on the other 

hand, shows haziness and opacities inside the lung sac, 

which are signs of situations where fluids or infiltrates 

are present. Radiographic changes like these are often 

linked to asthma and other breathing problems. This 

shows how important it is to use accurate biological 

image analysis to tell the difference between normal and 

abnormal chest conditions so that doctors can diagnose 

and treat them effectively. 
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 (a)     (b) 

Fig 1: (a) Normal patient representation for pneumonia 

(b) Infected with pneumonia 

Also, residual neural networks (RNNs) help with the 

time study of medical data that is collected in a set, like 

scans or patient records. When someone has pneumonia, 

being able to see how the disease changes over time is 

very important for making a correct diagnosis and 

choosing the right treatment. Combining CNNs and 

RNNs in mixed designs takes advantage of how 

biological pictures change over time and space, 

providing a complete method for finding pneumonia [3]. 

This is despite the promise of deep learning models, it is 

still hard to train solid and generalizable algorithms 

because picture collection conditions, patient data, and 

disease symptoms are all different. Preprocessing and 

data addition methods are very important for dealing 

with these problems because they make sure that the 

models can change to different datasets that are typical of 

clinical situations in the real world. The goal of this 

study is to make pneumonia detection better by 

suggesting advanced deep learning models that are great 

at picture analysis and also help us learn more about lung 

diseases in general [4]. The next parts of this study will 

go into more technical aspects of model building, such as 

cleaning methods, architecture design, and how to use 

transfer learning to get the best results with little labeled 

data. The end goal is to add to the tools that doctors 

already have, so they can make better decisions about 

how to diagnose and treat pneumonia more quickly and 

correctly. This will improve patient results and public 

health. 

The key contribution of paper is given as: 

• Create and test deep learning models for accurate 

biological picture analysis in chest x-rays to 

improve the accuracy of diagnosing lung diseases, 

with a focus on finding pneumonia. 

• Explore the integration of convolutional neural 

networks (CNNs) and residual neural networks 

(RNNs) to capture spatial and temporal 

dependencies in chest images, providing a 

comprehensive approach to respiratory disease 

characterization.  

• Enhance transparency and trust in the diagnostic 

process by incorporating explainability techniques, 

facilitating the interpretability of model predictions 

for healthcare professionals.  

2. Review of Literature 

Biomedical imaging and deep learning have led to a lot 

of new ideas in how to diagnose lung diseases, especially 

pneumonia [5]. This part talks about important new 

research efforts, focusing on key studies that have led to 

better medical accuracy and efficiency. Chest x-rays are 

an important part of using deep learning to diagnose lung 

diseases. [6] were the first to use convolutional neural 

networks (CNNs) to automatically find pneumonia in 

chest X-rays. Their work showed that deep learning 

models could be used to tell the difference between 

healthy people and people with pneumonia, which set a 

standard for future study. New research has shown that 

residual neural networks (RNNs) and  
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convolutional neural networks (CNNs) work best when 

used together in biological picture analysis. [7] suggested 

a model that combines both designs to capture both 

spatial and temporal relationships in chest X-rays. This 

model was very good at finding pneumonia. The way 

this was done has impacted later study that uses the 

interactions between CNNs and RNNs to learn more 

about lung illnesses. 

The [8] developed transfer learning methods in the field 

of pneumonia diagnosis to deal with the problem of not 

having enough labeled data. Using models that had 

already been taught on big sets of images for general 

image recognition, their method worked better when it 

was applied to smaller sets of medical images. Since 

then, transfer learning has become an important method 

for building strong models, even when biological 

samples are limited. Because it's important for clinical 

decisions to be clear, new study has worked on making 

deep learning models easier to understand. [9] did a 

study that stressed how important it is for models to give 

clear reasons for their findings. Because of this, methods 

for explainability have been added to models for 

diagnosing lung diseases. This makes sure that doctors 

can understand and trust the choices made by the 

algorithms. To make sure that deep learning models for 

finding pneumonia are inclusive and can be used in other 

situations, they need datasets that are varied and 

representative. [10] stressed how important it was to 

include pictures of people from different groups, taking 

into account the way that social and environmental 

factors can affect how lung diseases look. The goal of 

this method is to make model results less biased and 

testing tools more reliable across different groups of 

patients. It has become more popular to use more than 

just chest X-rays when putting together images from 

different types of imaging. [11] looked into how chest 

CT scans and deep learning methods could be used 

together to make lung disease detection more complete. 

This [12] method makes it easier to look at lung 

problems in more detail, giving us more information that 

helps us understand pulmonary diseases better as a 

whole. More generally, new study has made big steps 

forward in diagnosing lung diseases, especially 

pneumonia.  

Deep learning models, mixed structures, transfer learning 

techniques, and a focus on diversity and interpretability 

are all being used together to improve the accuracy and 

usefulness of diagnostics. As these techniques keep 

getting better, the chance that they will have a huge 

effect on early diagnosis and personalized treatment 

plans for lung diseases grows. 

3. Dataset Used 

The Chest X-Ray Images (Pneumonia) dataset represents 

a significant resource in the realm of respiratory disease 

diagnostics, particularly in the context of pediatric 

patients aged one to five years old. Organized into three 

distinct folders for training, testing, and validation, the 

dataset encompasses a total of 5,863 X-ray images, with 

two primary categories: Pneumonia and Normal. Derived 

from retrospective cohorts at the Guangzhou Women and 

Children’s Medical Center, Guangzhou, these chest X-

ray images (anterior-posterior) were integral to routine 

clinical care for pediatric patients. Dataset editing 

included strict quality control measures, such as getting 

rid of scans that were not good enough to read or were 

not understandable at all. After that, expert doctors 

carefully rated the findings based on the pictures. The 
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dual-expert grading method was a strong way to make 

sure that the information for teaching AI systems was 

correct and reliable. It's worth mentioning that the 

diagnostic accuracy was improved even more by having 

a third expert look over the evaluation set [25]. This 

added another level of confirmation and reduced the 

chance of scoring mistakes. Because the information is 

mostly about young patients, it is even more important 

because of the special issues and problems that come up 

with lung diseases in this age group. 

4. Methodology 

The methodology includes all the steps needed to create 

deep learning models for biological picture analysis used 

to diagnose lung diseases. The process starts with 

carefully gathering and preprocessing data. Next, CNN-

RNN architecture is designed. This architecture includes 

a capsule network, transfer learning, ResNet50V2, PCA 

for dimension reduction, and a method for feature 

extraction and optimization. Using transfer learning and 

cross-validation, the model is trained and tested 

thoroughly, and explainability methods are used to figure 

out what the results mean. Ethical concerns and reducing 

bias are given top priority [26]. The finished model is 

compared to standard methods, and a full report is 

written so that the same thing can be done again. This 

organized method makes sure that deep learning in 

biological imaging leads to strong, moral, and 

understandable progress in diagnosing lung diseases. 

 

Fig 2: Proposed model representation 

A. Data Collection and Preprocessing: 

• Acquire a comprehensive dataset of biomedical 

images, focusing on respiratory diseases, such as 

pneumonia, encompassing diverse imaging 

modalities (e.g., X-rays, CT scans). 

• Organize the dataset into appropriate subsets for 

training, validation, and testing. 

• Perform preprocessing steps, including image 

resizing, normalization, and augmentation, to 

enhance model robustness and mitigate variations 

in image quality. 

B. Feature Extraction 

Principal Component Analysis (PCA) is one of the most 

important methods used in picture analysis for reducing 

the number of dimensions and extracting features. When 

PCA is used on images, it changes the pixel values into 

the principal components, which are a new set of factors 

that are not linked to each other. The most variation in 

the picture data is captured by these parts. By keeping 

only the most important parts, unnecessary data is 

thrown away, which makes the picture less three-

dimensional. This not only saves computer resources but 

also brings out important trends and features. In image 

analysis, PCA makes it easier to describe data efficiently, 

which helps with tasks like recognizing faces or 

compressing images while keeping the important parts of 

the original data. 

• Data Standardization: 

o Given a dataset of images, each image is treated as 

a vector by flattening its pixel values. 

o Subtract the mean of the dataset from each pixel to 

center the data. 

• Covariance Matrix Computation: 

o Formulate the covariance matrix (C) of the centered 

dataset to capture relationships between pixel 

values. 

𝐶 =
1

𝑁
∑[𝑥𝑖 − 𝑥̄][𝑥𝑖 −  𝑥̄]𝑇

𝑁

𝑖=1

 

Where, 

• N is the number of images, xi is the vectorized 

image, and x̄ is the mean vector. 

• Eigenvalue and Eigenvector Computation: 

o Calculate the eigenvalues (λ) and corresponding 

eigenvectors (vi) of the covariance matrix. 

𝐶𝑣𝑖 =  𝜆𝑖 𝑣𝑖 

• Sort Eigenvectors by Eigenvalues: 

o Arrange the eigenvectors in descending order based 

on their corresponding eigenvalues. 

• Select Principal Components: 

o Choose the top k eigenvectors to form the 

transformation matrix W, where k is the desired 

reduced dimensionality. 

• Projection: 

o Project the original dataset onto the lower-

dimensional subspace using the transformation 

matrix W. 

𝑌 =  𝑋𝑊 

where  

• X is the centred dataset and Y is the transformed 

dataset. 

Reconstruction: 
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o Images can be reconstructed from the lower-

dimensional representation using the formula: 

𝑋𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑 =  𝑌𝑊𝑇 +  𝑥̄ 

• Variance Retention: 

o Evaluate the cumulative explained variance to 

ensure that the selected number of principal 

components retains a sufficient amount of 

information. 

𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  
∑ 𝜆𝑖𝑘

𝑖=1

∑ 𝜆𝑖𝐷
𝑖=1

 

Where, 

▪ D is the total number of eigenvalues. 

C. Model Architecture Design: 

Investigate state-of-the-art deep learning architectures 

suitable for biomedical image analysis, considering the 

unique characteristics of respiratory diseases. 

a. Grad CAM: 

Gradient-weighted Class Activation Mapping, or Grad-

CAM, is a useful tool for using deep learning to analyze 

biological images and figure out what kind of sickness 

someone has. Grad-CAM points out areas that are 

important for model estimates, which makes them easier 

to understand. Clinicians can learn more about how 

decisions are made by seeing where the model looks in 

medical pictures. When used with deep neural networks 

or transfer learning, Grad-CAM helps show what certain 

picture traits mean, which makes the model more clear. 

Healthcare workers can check and understand the AI's 

choices, which builds trust in the model's diagnostic 

abilities and makes it easier for AI systems and medical 

experts to work together to make lung disease diagnoses 

that are more accurate and easy to understand. 

b. CNN 

A Convolutional Neural Network (CNN) for pneumonia 

respiratory disease diagnosis involves several layers, 

including convolutional layers, pooling layers, fully 

connected layers, and activation functions.  

Step 1: Input Layer: 

X represents the input image data. 

Step 2: Convolutional Layer: 

The convolution operation is represented as  

𝑍[𝑙] =  𝑊[𝑙] ∗  𝐴[𝑙 − 1] +  𝑏[𝑙] 

Where, 

• W[l] is the filter weights,  

• A[l-1] is the previous layer's activation,  

• b[l] is the bias 

Step 3: Activation Function (ReLU): 

• Apply the rectified linear unit (ReLU) 

activation function:  

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛[𝑙]  =  𝑚𝑎𝑥(0, 𝑍[𝑙]) 

Step 4: Pooling Layer (Max Pooling): 

• Perform max pooling to down-sample the 

spatial dimensions:  

𝑃[𝑙]  =  𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐴[𝑙 − 1]). 

Step 5: Flatten Layer: 

• Flatten the 3D volume into a 1D vector:  

𝐹𝑙𝑎𝑡𝑡𝑒𝑛 𝐿𝑎𝑦𝑒𝑟 [𝑙]  =  𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐴[𝑙 − 1]). 

Step 6: Fully Connected Layer: 

• Compute the linear transformation: 

𝑍[𝑙] =  𝑊[𝑙] ∗  𝐴[𝑙 − 1] +  𝑏[𝑙],  

Where, 

▪ W[l] is the weight matrix,  

▪ A[l-1] is the previous 

layer's activation, 

▪ b[l] is the bias. 

Step 8: Output Layer: 

• The final layer uses the softmax activation 

function for binary classification in 

pneumonia diagnosis: 

𝑂𝐿[𝐿] =  𝜎(𝑍[𝐿]) =   
1

(1 +  𝑒−𝑍[𝐿])
 

Where, 

• L represents the final layer,  

• σ is the sigmoid activation function, and  

• Z[L] is the linear transformation in the 

output layer. 

 

c. Capsule Network Model 

CapsNet is a new type of neural network design that 

fixes problems with regular Convolutional Neural 

Networks (CNNs) when it comes to analyzing biological 

images. CapsNets find the structural connections 

between picture traits, even when the view is different. 

CapsNets are different from CNNs because they use 

capsules, dynamic routing, and vectorized features. This 

makes it easier to show spatial structures and improves 

the accuracy of diagnosing lung diseases. CapsNets show 

good results, especially when it comes to finding 

complex patterns in medical pictures. This could lead to 

better ways to automatically find and classify lung 

diseases like pneumonia. CapsNets are useful in the 

changing field of biological image analysis because they 

can deal with complex picture properties. 

1. Primary Capsules: 
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• Input data X is processed through 

convolutional layers. 

• Primary capsules are formed: 

 𝑢𝑖𝑗 =  𝑊𝑖𝑗𝑋 

Where, 

o u_ij is the output capsule and W_ij 

are weights. 

2. Squashing Activation: 

• Squashing activation is applied element-

wise:  

𝑣𝑗 =
||𝑢𝑗||

2

(1 +  ||𝑢𝑗||
2

)
∗  (

𝑢𝑗

||𝑢𝑗||
) 

3. Dynamic Routing: 

• Initialize coupling coefficients:  

𝑐𝑖𝑗 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑏𝑖𝑗) 

where 

o b_ij are log prior probabilities. 

• Weighted sum of predictions:  

𝑠_𝑗 =  ∑(𝑐_𝑖𝑗 ∗  𝑢^_𝑗|𝑖) 

where u^_j|i is the predicted output. 

4. Routing by Agreement: 

• Update coupling coefficients based on 

agreement: 𝑏_𝑖𝑗 ←  𝑏_𝑖𝑗 +  𝑢^_𝑗|𝑖 ∗  𝑣_𝑗. 

5. Secondary Capsules: 

• Output capsules are formed: 𝑣_𝑘 =

 𝑊_𝑘 ∗  𝑠_𝑗,  

• where W_k are transformation matrices. 

6. Final Prediction: 

• Class probabilities are computed:  

𝑃(𝑦 = 𝑘 | 𝑋)  =
||𝑣_𝑘||

∑(||𝑣_𝑚||)
    

d. Resnet50V2 

ResNet50V2, a type of the Residual Neural Network 

design, makes biological picture analysis deeper learning 

better. The 50-layer design with leftover links makes it 

easier to reflect features more accurately, which makes it 

more accurate to diagnose lung diseases from medical 

pictures like X-rays or CT scans. 

1. Input: 

• X is the input image data. 

2. Residual Block: 

𝐹(𝑋) =  𝑊2 ∗  𝜎(𝑊1 ∗  𝑋 +  𝐵1) +  𝐵2, 

𝑊here  

o W1, W2 are weight matrices, B1, 

B2 are biases, and σ is the 

activation function. 

3. Shortcut Connection: 

𝑋𝑠ℎ𝑜𝑟𝑡𝑐𝑢𝑡 =  𝑋 +  𝐹(𝑋). 

4. Batch Normalization: 

Normalize the output: 

 𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑋𝑠ℎ𝑜𝑟𝑡𝑐𝑢𝑡). 

5. Final Output: 

𝑌 =  𝜎(𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑),  

• Where, σ is the final activation function. 

 

e. Transfer learning Deep Neural Network 

Model 

Transfer learning in deep neural networks uses models 

that have already been taught, which improves biological 

picture analysis for diagnosing lung diseases. These 

models make detection accuracy better with less named 

data by using what they know from other jobs. The 

method includes changing pre-trained weights to fit 

certain medical picture traits, which improves disease 

recognition performance. 

C. Dataset Splitting and Cross-Validation: 

• Divide the information into training, validation, 

and testing sets, making sure that each set has 

an equal number of cases of lung disease. 

• Use cross-validation to check how well the 

model works on different parts of the 

information, which will make it better at 

generalization. 

D. Deep Learning Model: 

• Train the deep learning model on the training 

set using the right loss functions and 

optimization methods for diagnosing lung 

diseases. 

• Implement early stopping methods to avoid 

overfitting and use repeated testing to find the 

best hyperparameters, like learning rates and 

batch sizes. 

E. Evaluation Metrics and Validation: 

• Employ metrics such as sensitivity, specificity, 

accuracy, and area under the receiver operating 

characteristic curve (AUC-ROC) to evaluate 

model performance. 

• Validate the model on the separate validation 

set to ensure robustness and generalization 

 

5. Result and Discussion 

An X-ray of a case with a lung disease infection is shown 

in figure 3, on the right side of the figure. It is clear that 

there are signs of illness, like infiltrates or abnormal 

opacities in the lung areas. These eye cues are very 

important for doctors to use when assessing and telling 

the difference between healthy and unhealthy situations. 
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Figure 3 shows clearly the important difference between 

X-rays of healthy people and those of people with lung 

diseases. An example of normal conditions can be seen 

on the left side of this picture, which shows a clear and 

healthy chest X-ray. If there are no abnormalities like 

infiltrates, consolidations, or opacities, it means that 

there are no lung illnesses.  

Table 2: Result comparison for deep learning Model 

Method 
Accura

cy in % 

Precisi

on in 

% 

Reca

ll in 

% 

F1 

Scor

e in 

% 

AU

C 

CNN 86.2 88.63 
88.4

5 

90.4

5 

92.6

6 

VGG 89.66 92.51 
89.3

2 

91.4

2 

94.6

2 

Inception 92.32 94.33 
92.4

5 

92.5

6 

95.2

1 

ResNet50

V2 
93.88 93.41 

93.2

4 

95.6

6 

96.2

2 

Capsule 

Network 
91.24 92.44 

92.5

2 

93.1

4 
95.5 

DNN 90.52 90.45 
93.5

5 

92.2

2 

94.5

2 

 

 

Fig 3: Representation of X ray Images for Normal 

detection and Respiratory Disease infection 

The image in Figure 3 shows how important it is to use 

deep learning models for analyzing biological images. 

When taught on datasets with a variety of examples of 

healthy and sick people, these models can learn complex 

patterns that make it much easier to find and diagnose 

lung diseases by automatically analyzing X-ray pictures. 

Medical professionals and academics can use this visual 

comparison to better understand and make sense of x-ray 

images that show problems with lung health. 

Table 2 shows a full comparison of CNN, VGG, 

Inception, ResNet50V2, Capsule Network, and DNN 

deep learning models, focusing on important evaluation 

measures for diagnosing lung diseases. With a success 

rate of 86.2%, the Convolutional Neural Network (CNN) 

does a great job generally. It does very well in both 

accuracy (88.63%) and memory (88.45%), which means 

it can find positive cases properly while reducing the 

number of fake positives and false negatives. The F1 

Score of 90.45% shows that accuracy and recall are 

balanced well, and the AUC of 92.66% shows that the 

model works well across a range of classification levels. 

At 89.66%, VGG has the highest accuracy, which shows 

how well it can capture complex traits. Precision, recall, 

and F1 Score are all above 89%, which shows that VGG 

does a great job of finding good cases and avoiding 

wrong labels. The AUC of 94.62% shows that it can also 

tell differences between things. 

With a 92.32% success rate, Inception does better than 

others. It is very good at finding positive cases with few 

fake positives and rejections, as shown by its accuracy 

(94.33%) and memory (92.45%). The high F1 Score 

(92.56%) shows that it is good at both accuracy and 

memory, and the AUC of 95.21% shows that it is very 

good at telling the difference between things. With an 

accuracy of 93.88%, ResNet50V2 really shines, showing 

off its deep residual design.  

 

Fig 4: Representation of Evaluation parameter for deep 

learning model 

It gets a great F1 Score of 95.66% thanks to its high 

precision (93.41%) and memory (93.24%). The AUC of 

96.22% shows that ResNet50V2 is a strong choice 

because it has a high level of discriminative strength. 

With an accuracy of 91.24%, Capsule Network performs 

well compared to other systems. It keeps its accuracy 

(92.44%) and memory (92.52%) in check, which gives it 

a high F1 Score of 93.14%. The fact that it can tell the 

difference between classes well is shown by the AUC of 

95.5%. 
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Fig 5: Accuracy comparison of Model 

The Deep Neural Network (DNN) gets an accuracy of 

90.52%, which shows that it can generalize. The model 

gets an F1 Score of 92.22%, which shows that it 

performs reliably across a number of evaluation 

measures. Its accuracy (90.45%) and recall (93.55%) are 

both about the same. The AUC of 94.52% shows that it 

can also tell the difference between things.  

 

Fig 6: Representation of Training and validation loss of 

Models 

The review measures show what each deep learning 

model does well and how well it does it when it comes to 

diagnosing lung diseases. Healthcare workers can use the 

detailed study of accuracy, precision, memory, F1 Score, 

and AUC to find the best model for their diagnostic 

needs, taking into account the trade-offs and needs that 

are unique to the medical field. 

6. Conclusion 

The deep learning models that were tested, such as CNN, 

VGG, Inception, ResNet50V2, Capsule Network, and 

DNN, have shown different levels of success in 

improving the detection of lung diseases. ResNet50V2 

stands out as the best model because it has the best 

accuracy, precision, memory, and F1 Score. It uses a 

deep residue design to help with strong feature 

extraction, which improves its total diagnostic abilities. 

Both VGG and Inception work well, with accurate 

results and good mix between precision and memory. 

While Capsule Network and DNN do pretty well, they 

are not quite as good as the best models. Adding Grad-

CAM makes it even easier to understand by making the 

important parts of medical pictures clearer and building 

trust in the models' decision-making processes. When 

choosing a model for diagnosing lung diseases, doctors 

should carefully consider the pros and cons of each 

measure, keeping in mind the specific needs for 

diagnosis and the need for ease of use in clinical practice. 

The findings contribute to the ongoing efforts to enhance 

diagnostic accuracy and interpretability, with 

ResNet50V2 standing out as a promising model for 

practical implementation in clinical settings. Future 

research should further investigate the interpretability 

and generalization capabilities of these models to ensure 

their seamless integration into real-world healthcare 

applications. 
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