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Abstract: Deep learning techniques are in constant evolution. This rapid growth is clearly visible in the arena of medical imaging, 

particularly in the detection of brain tumors through MRI scans. Our thorough review outlines the range of data sets involved in tumor 

detection. We elaborate on multiple deep-learning procedures deployed for this purpose, primarily spotlighting key frameworks such as 

Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). With references to prior studies, we discern trends in 

model performance and their potential influence within health care settings. This review dives deep into learning methods in a compre-

hensive manner. It also addresses the continual struggle of insufficient labeled data for training robust models. Additionally, we discuss 

the advantages of data augmentation, normalization, and standardization in preprocessing. Comparisons of performance assessment 

metrics, including sensitivity, specificity, accuracy, recall, AUC-ROC, and F1 score, offer a clearer understanding of model efficiency. 

Our review's strength lies in its exhaustive outlook of the current scenario in brain tumor detection, presenting valuable observations for 

researchers and practitioners alike. We discuss multiple methods and data sets while foretelling potential trends and future shifts, like 

utilizing various modes and increasing demand for explainable AI in medical imaging. This paper collates prevalent wisdom and serves as 

a progressive guide for deep learning-based research in brain tumor detection, contributing to the continuous enhancement of diagnostic 

tools employed clinically. 
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1. Introduction 

Brain tumors are a big problem in medical testing because 

they need to be found quickly and correctly so that they 

can be treated effectively. This opening gives a full 

background. It starts with a short look at brain tumors, 

their different symptoms, and how important it is to find 

them early. Brain tumors are made up of cells that grow in 

a way that isn't normal in the brain. They can look like a 

lot of different things [1]. They can show up in different 

parts of the brain, affecting movement skills, cognitive 

function, and the health of the brain as a whole. 

Understanding how different they are is important for 

coming up with good diagnosis methods. Early 

[2]discovery becomes very important because it directly 

leads to better treatment results and a better outlook for 

the patient. Magnesium-based magnetic resonance 

imaging (MRI) is the best way to find brain cancer. MRI 

is very important in neuroimaging because it can show 

detailed pictures of soft brain cells without hurting the 

person. The main job of MRI is to find and describe brain 

tumors, and this part goes into detail about that. It looks 

into how MRI, with its better contrast in soft tissues, can 

help find abnormalities and tumors that other imaging 

methods might miss. Deep learning is being looked into 

as a possible way to find brain tumors because of the 

problems with current diagnosis methods [7]. Traditional 

methods often involve reading pictures by hand, which 

can be subjective and cause small problems to be missed. 

Because brain tumor anatomy is so complicated, we need 

a smarter and more automatic way to analyze it. This 

drives them because they know that deep learning, which 

can find complex patterns and features in medical 

pictures, could greatly improve the precision and speed of 

brain tumor detection. Brain imaging is very important for 

diagnosing and treating brain-related illnesses, and brain 

tumor spotting is one of the most important parts of this 

field. Manually looking at medical pictures is what 

traditional methods do, which takes a lot of time and can 

lead to mistakes [1]. Deep learning is changing quickly, 

especially in computer vision. This opens up a huge 

chance for brain tumor detection to be done automatically 

and accurately [2]. Convolutional Neural Networks 

(CNNs), one type of deep learning method, has become 

one of the most useful and effective tools for picture 

analysis tasks like object recognition and segmentation 

[3]. Researchers are looking into how CNNs can help find 

and classify brain cancers from Magnetic Resonance 

Imaging (MRI) data. They are using deep learning to 

improve the accuracy of diagnosis and treatment [4]. The 

main goal is to make CNNs that are good at finding and 

grouping brain tumors, which shows how flexible deep 
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learning can be in medical imaging [5]. One great thing 

about deep learning is that it can learn complex, structured 

features on its own from raw data, so you don't have to use 

rule-based methods or make features by hand [6]. Because 

they are built to find spatial links and local patterns in 

pictures, convolutional neural networks work really well 

for medical image processing jobs. Because of this, deep 

learning has become an important tool for analyzing 

medical pictures, which helps doctors diagnose diseases 

more accurately and find problems in imaging data. Deep 

learning can also be used to make medical decisions 

automatically, which could make the work of doctors 

easier [7]. Using deep learning to its full potential makes 

it possible to get more accurate diagnoses than with 

traditional methods. Automating medical findings not 

only makes things run more smoothly, but it also has the 

potential to make healthcare better generally. In 

conclusion, using deep learning to find brain tumors is a 

big step forward that could lead to faster and more 

accurate medical picture analysis and identification. 

People are moving from traditional [8] methods to deep 

learning in medical picture analysis because they are 

becoming more aware of the problems with the old 

methods. Even though traditional methods are useful, they 

have trouble with the complexity and variability of brain 

tumor images. Deep learning, which can automatically 

pull features and recognize patterns, is a game-changer 

that can help us get past these problems. This part goes 

into more detail about how the built-in abilities of deep 

learning models work well with the complex needs of 

brain tumor research. Setting the goals of this poll is 

important for describing its reach and expected 

contributions. The goal of the study is to look at all the 

different ways that deep learning can be used to find brain 

tumors using MRI pictures. Its goal is to bring together 

what is already known, point out current trends, and find 

study holes. The poll wants to be a useful tool for 

academics, therapists, and other people interested in the 

area where deep learning and MRI meet. The main goals 

are to explain the pros and cons of different deep learning 

models, evaluate the datasets that were used, and give 

information that will help guide future study in this 

important area. 

The paper objective is given as: 

• To discuss and review the different dataset 

available for the MRI images of brain tumor 

patients, get MRI images of patients and put 

them into a data set.  

• To explore and provide comprehensive review 

the latest techniques and methods to detect the 

brain tumors using MRI images datasets, with 

maximum accuracy of deep learning model.  

Also to provide the review based the different 

deep learning model with its evaluation 

parameter with the pitfall and advantages of it 

2. Background 

A. Traditional Methods for Brain Tumor Detection 

Brain tumors have been found in the past using 

complicated methods that include picture preparation, 

feature extraction, and classification techniques. This 

section goes into great depth about each of these parts. 

1. Techniques for Image preparation:  

The traditional way of doing [9] things starts with image 

preparation to make the MRI data better and more useful. 

During this step, a set of tasks are done to reduce noise, 

make sure that levels are all the same, and improve the 

general quality of the pictures. Noise reduction with 

filtering, intensity normalization, and spatial 

normalization are all common preparation steps. Noise 

reduction is especially important for MRI pictures, which 

can be different because of things like different tools and 

the patient moving around during the scan. By using these 

preparation methods, the information can be used for later 

steps of research in a more reliable and consistent way. 

2. Feature Extraction and Selection:  

After preparation, the focus moves to feature extraction 

and selection, which is an important step in standard 

methods for finding brain tumors. Features are unique 

things or patterns in the images that can help tell the 

difference between healthy tissues and tissues that have 

been damaged by a tumor. Handcrafted features are often 

used in traditional methods, which involve figuring out 

things like shape, color, and strength changes. While this 

hand picking works in some situations, it's not very good 

at catching complex, non-linear patterns. Also, relying on 

traits that have already been decided upon could mean 

missing small but important signs of a growth. Even with 

these problems, standard methods have been shown to be 

effective at pulling important traits that can then be used 

for classification. 

3. Classification Algorithms:  

The classification algorithms are used to tell the difference 

between brain cells that are normal and those that have 

been damaged by a tumor. Support Vector Machines 

(SVM), k-Nearest Neighbors (k-NN), and Decision Trees 

are some of the methods that have been used for this. 

These methods use the traits that were collected in the 

previous step to divide picture areas into two groups: 

tumor- and non-tumor. However, the effectiveness of 

standard classification methods depends on how well the 

traits chosen by hand can tell them apart. In some cases, 

this can be a problem, especially when tumors show 

complex and subtle patterns that might not be well caught 

by fixed features. 
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The standard ways of finding brain tumors follow an 

organized approach that includes preparing images, 

extracting features, and classifying them. These methods 

work to some extent, but they have trouble with the 

complexity and variability of brain tumor images. 

Because they depend on human feature engineering, they 

can't easily change to different types of tumors. Because 

of this, there is a rising push to look into more advanced 

and flexible methods, like deep learning, to get around 

these problems and make brain tumor identification more 

accurate and quick. 

B. Evolution of Deep Learning in Brain Tumor 

Detection 

Deep learning's development in finding brain tumors is a 

big change from the old ways of doing things. It marks the 

start of a new age of automatic and more accurate 

diagnosis processes. This part talks about the early efforts, 

problems, and important steps forward in using deep 

learning in medical imaging. The first steps toward using 

deep learning to find brain tumors were to figure out how 

to use neural networks for complicated medical picture 

analysis. Early attempts had problems because there 

weren't many named datasets available, computers weren't 

fast enough, and people weren't sure if deep learning 

models could be understood. A natural problem was the 

lack of labeled data that was needed to train models well. 

Brain tumor imaging is very complicated, which made 

these problems even worse and required strong algorithms 

that could pick up on small trends and changes. Also, the 

high computer needs of deep learning were a problem. For 

example, creating complex neural networks took a lot of 

computing power. Even with these problems, experts saw 

that deep learning could be a game-changer in solving the 

difficult problems of brain tumor identification, which led 

to more study. 

After facing some initial problems, the area of deep 

learning for medical imaging, such as finding brain 

tumors, reached some amazing goals. In picture 

segmentation tasks, convolutional neural networks 

(CNNs) were a huge step forward because they worked so 

well. Important studies showed that CNNs can not only 

find cancers but also divide them into groups and describe 

their features. Large datasets with labels, like the 

Multimodal Brain Tumor Image Segmentation Challenge 

(BRATS), were very important in making deep learning 

apps better. These datasets made it easier to train more 

complex models, which let them work well with a wide 

range of tumor kinds and imaging settings. Transfer 

learning speed things up even more by fine-tuning models 

that had already been trained on general picture datasets 

for medical imaging tasks. Attention mechanisms, 

recurrent neural networks, and 3D convolutional 

structures were added to solve problems that come up 

when studying brain tumors. Attention processes helped 

the computer focus on important parts of the picture, 

which made it more accurate and easier to understand. It 

was easier to handle sequential information with recurrent 

neural networks, which was very important for jobs that 

involved time-series medical data. Using 3D 

convolutional designs let models see how volumetric 

pictures relate to each other in space, which is a key part 

of finding brain tumors. The history [9] of deep learning 

in finding brain tumors shows a path from early problems 

to major achievements. The first attempts, which were met 

with doubt and limited computing power, set the 

groundwork. The field moved forward with important 

steps, like the rise of CNNs and improvements in model 

designs. Along with the availability of large datasets and 

the ongoing improvement of deep learning methods, there 

is hope for further progress, solidifying deep learning as a 

major cause for change in medical imaging and brain 

tumor identification. 

Table 1: Summary of related work 

Paper Methods Approach Finding Dataset Used Accuracy 

(%) 

Class Limitation 

[15] Convolution

al Neural 

Network  

Multi-class 

Classification 

Improved tumor 

detection and 

classification 

BRATS 90.5 Glioma, 

Meningio

ma, No 

Tumor, 

Pituitary 

Limited by small 

dataset size, may 

struggle with rare 

tumor types. 

[16] Transfer 

Learning 

Fine-tuning 

pre-trained 

models 

Enhanced 

performance in 

low-data 

scenarios 

MICCAI BraTS 

Challenge 2019 

Training Data 

88.2 Glioma, 

LGG 

Dependency on the 

quality and 

representativeness 

of pre-trained 

models. 
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[17] Recurrent 

Neural 

Network 

Temporal 

sequence 

analysis 

Improved 

temporal 

understanding of 

tumor growth 

Hospital-based 

proprietary 

dataset 

87.0 Glioma, 

Meningio

ma 

Computationally 

intensive, limited 

scalability. 

[18] Ensemble 

Methods 

Integration of 

multiple 

models 

Increased 

robustness and 

generalization 

TCGA 

Glioblastoma 

Multiforme 

Dataset 

92.3 Glioblasto

ma 

Multiform

e, Low-

Grade 

Glioma 

Complexity in 

model integration 

and interpretability. 

[19] 3D 

Convolution

al Networks 

Volumetric 

image analysis 

Improved spatial 

representation in 

brain tumor 

images 

ISLES - 

Ischemic Stroke 

Lesion 

Segmentation 

86.7 Stroke 

Lesions 

Higher 

computational 

requirements, 

longer training 

times. 

[20] Capsule 

Networks 

Hierarchical 

feature 

extraction 

Enhanced feature 

learning for 

complex patterns 

Figshare Dataset 89.6 Glioma, 

Meningio

ma, No 

Tumor 

Limited 

interpretability of 

capsule networks. 

[21] Autoencoder

s 

Unsupervised 

feature 

learning 

Improved 

representation of 

latent features 

RSNA Brain CT 

Hemorrhage 

Dataset 

91.8 Intracrania

l 

Hemorrhag

e 

Sensitive to noise in 

input data, may 

require careful 

preprocessing. 

[22] Generative 

Adversarial 

Nets 

Data 

augmentation, 

synthetic data 

Enhanced 

robustness against 

limited real data 

LGG-

1p19qDeletion 

Dataset 

90.2 Lower-

Grade 

Gliomas 

Training instability, 

mode collapse in 

some scenarios. 

[23] Attention 

Mechanisms 

Focus on 

relevant image 

regions 

Improved 

accuracy in tumor 

localization 

Harvard Whole 

Brain Atlas 

88.9 Various 

Brain 

Diseases 

Computational 

overhead in 

processing attention 

mechanisms. 

[24] Meta-

Learning 

Adaptation to 

new tumor 

types 

Increased 

adaptability to 

diverse datasets 

Radiological 

Society of North 

America 

(RSNA) Brain 

CT Hemorrhage 

Dataset 

87.5 Intracrania

l 

Hemorrhag

e 

Dependency on the 

availability of 

diverse meta-

training datasets. 

[25] Explainable 

AI 

Techniques 

Interpretability 

of predictions 

Enhanced trust 

and understanding 

of model 

decisions 

TCGA 

Glioblastoma 

Multiforme 

Dataset 

85.4 Glioblasto

ma 

Multiform

e 

Trade-off between 

accuracy and 

interpretability. 

[1] Semi-

Supervised 

Learning 

Limited 

labeled data 

utilization 

Improved 

performance with 

a small labeled 

dataset 

ISLES - 

Ischemic Stroke 

Lesion 

Segmentation 

88.1 Stroke 

Lesions 

Dependency on the 

quality of unlabeled 

data for model 

training. 

[2] Capsule 

Networks 

Hierarchical 

feature 

extraction 

Enhanced feature 

learning for 

complex patterns 

MICCAI Brain 

Tumor 

Segmentation 

Challenge 2019 

Training Data 

89.2 Glioma, 

LGG 

Limited availability 

of large-scale 

annotated datasets 

for training. 
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[3] Graph 

Neural 

Networks 

Graph-based 

representation 

Improved 

modeling of 

spatial 

relationships 

TCGA 

Glioblastoma 

Multiforme 

Dataset 

91.5 Glioblasto

ma 

Multiform

e 

Sensitivity to graph 

structure variations. 

[6] Meta-

Learning 

Adaptation to 

new tumor 

types 

Increased 

adaptability to 

diverse datasets 

MICCAI Brain 

Tumor 

Segmentation 

Challenge 2019 

Training Data 

87.8 Glioma, 

LGG 

Overfitting 

potential with small 

meta-training 

datasets. 

[7] Ensemble 

Methods 

Integration of 

multiple 

models 

Improved 

robustness and 

generalization 

Harvard Whole 

Brain Atlas 

92.0 Various 

Brain 

Diseases 

Difficulty in 

handling diverse 

model outputs. 

[8] Hyperparam

eter 

Optimization 

Model 

parameter 

tuning 

Enhanced model 

performance in 

specific scenarios 

Figshare Dataset 88.7 Glioma, 

Meningio

ma, No 

Tumor 

Computationally 

expensive, requires 

thorough 

experimentation. 

[26] Few-Shot 

Learning 

Adaptation to 

new tumor 

types 

Improved 

classification with 

limited labeled 

data 

Radiological 

Society of North 

America 

(RSNA) Brain 

CT Hemorrhage 

Dataset 

86.5 Intracrania

l 

Hemorrhag

e 

Sensitivity to the 

quality and 

diversity of few-

shot training 

examples. 

[27] Adversarial 

Training 

Robustness 

against 

adversarial 

attacks 

Enhanced model 

security and 

reliability 

TCGA 

Glioblastoma 

Multiforme 

Dataset 

90.9 Glioblasto

ma 

Multiform

e 

Computationally 

intensive, potential 

for mode collapse. 

[28] Self-

Supervised 

Learning 

Utilization of 

intrinsic data 

structure 

Improved model 

performance with 

minimal labeling 

ISLES - 

Ischemic Stroke 

Lesion 

Segmentation 

87.3 Stroke 

Lesions 

Sensitivity to the 

quality and 

relevance of 

intrinsic features. 

 

3. Medical Imaging Techniques for Brain 

Tumor Detection 

A. Overview of MRI in Brain Imaging 

1. Different kinds of MRI sequences: 

Magnetic Resonance Imaging (MRI) is one of the most 

important ways to find and study brain cancers without 

cutting them open. Different MRI patterns are used 

carefully, and each one gives information about a different 

part of brain tissue and disease. 

• T1-weighted Imaging: This series shows a lot of 

information about the anatomy and draws 

attention to changes in tissue density. T1-

weighted pictures are useful for seeing the 

structure of the brain, which helps doctors figure 

out where a tumor is and how it connects to other 

tissues. 

• T2-weighted Imaging: T2-weighted scans focus 

on changes in water content, which makes 

abnormalities like swelling and hollow parts 

inside tumors stand out. This process is very 

important for figuring out how much the growth 

has spread and how it affects nearby structures. 

• Fluid-Attenuated Inversion Recovery (FLAIR): 

FLAIR patterns block signals from cerebrospinal 

fluid (CSF), which makes it easier to see 

damaged cells. FLAIR is especially good at 

finding spots that might not be visible in other 

sequences. This helps get a fuller picture of 

where the tumor ends. 

• Gadolinium-Enhanced Imaging: Giving 

gadolinium-based contrast agents makes it easier 

to see vascular systems and places where the 

blood-brain barrier isn't working properly. This 

is especially helpful for finding places where 
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tumors are growing quickly and checking how 

well treatment is working. 

2 Advantages and Disadvantages 

a. Advantages: 

• Excellent Soft Tissue Contrast: MRI is great at 

showing thorough soft tissue contrast, which is 

necessary to find small problems in brain tissue. 

• Multi-Planar Imaging: MRI imaging can be done 

in three different planes: sagittal, coronal, and 

axial. This makes it easier to see and understand 

everything. 

• No Ionizing Radiation: MRIs don't use ionizing 

radiation like CT scans do, which makes them a 

better choice for frequent imaging, especially in 

children. 

b. Disadvantages: 

• High Cost and Accessibility: MRI machines are 

pricey, and some people can't afford to get the 

process done. Additionally, some areas may 

make it harder to get to MRI centers. 

• Patient Cooperation: Moving during an MRI 

scan can lower the quality of the pictures, so the 

patient must be still and willing to cooperate. 

• Not Best for All diseases: An MRI is great for 

seeing soft tissues, but it might not be the best 

choice for all diseases. For example, if you need 

to see features in the bones, a CT scan might be 

a better choice. 

The different MRI scans used for the brain imaging give a 

full picture of the brain's structure and disease. An MRI is 

often used to find brain tumors because it has good 

contrast between soft tissues and doesn't use harmful 

radiation. Cost, convenience, and patient agreement, on 

the other hand, show how important it is to choose 

imaging methods carefully based on each clinical 

situation. 

B. Challenges in Brain Tumor Detection 

1. Noise and Flaws: 

a. Noise Source: Noise can come from a lot of different 

places in an MRI picture, such as electrical interference, 

motion flaws, and system limits. These things cause 

changes in pixel levels that aren't wanted, which makes 

the pictures less clear. 

b. Effect on Picture Quality: The general [29] quality of 

MRI pictures is lower because of noise and flaws, which 

make it hard to see small features and problems. When 

looking for brain tumors, it's very important to accurately 

define the edges and characteristics of the tumors. Any 

noise that gets in the way can cause mistakes in reading. 

c. Strategies for mitigating: To lessen the effect of noise, 

advanced picture processing methods are used, such as 

denoising algorithms. Motion adjustment methods and 

better tools also help keep flaws to a minimum during 

picture capture. But the problem still exists, especially 

when noise sources are hard to predict. 

2. Different Types and Shapes of Tumors: 

a. Different kinds of tumors: Brain tumors are very 

different in how they look, how they work at the molecular 

level, and where they are located in the brain. Because of 

this, it can be hard to find certain types of tumors because 

they may have different image traits. This means that 

recognition methods need to be flexible. 

b. Shapes and edges that are hard to define: Brain tumors 

may look like they have complicated forms and wavy 

edges. For example, gliomas often spread into healthy 

brain tissue, which makes it hard to clearly define the 

edges of the growth. Using old-fashioned ways to process 

images might not be able to correctly catch these 

complicated forms. 

c. Effect on the Accuracy of Classification: The [30] 

different shapes of brain tumors can make classification 

systems less accurate. It's possible that classifying tumors 

based on their form or intensity patterns alone might not 

be enough. Other factors, like structure and spatial 

connections, must also be taken into account for accurate 

identification. 

d. Algorithms' ability to change: Deep learning models 

need to be able to change to the different ways that brain 

tumors show up. To get accurate results that can be used 

in a wide range of cases, it is important to make sure that 

algorithms can handle different types of tumors and their 

changes well. 

To deal with these problems, researchers are still working 

on making complex programs that can work with the 

natural variations in brain tumor scans. The goal of using 

machine learning methods, especially deep learning, to 

make detecting models more flexible to different types of 

tumors and to improve general diagnosis accuracy when 

there is noise, errors, and complicated tumor forms. 

4. Datasets Used in Brain Tumor Detection 

A. Overview of Available Datasets 

1. Publicly Available Datasets: 

Numerous publicly accessible datasets, these datasets 

encompass diverse imaging modalities and tumor types, 

providing researchers with valuable resources for 

algorithm development, evaluation, and benchmarking. 

a. Figshare Dataset 
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Figshare has a lot of different datasets, some of which are 

useful for brain tumor identification study. The joint tool 

on Figshare helps researchers and practitioners by making 

it easy to view widely shared information. These datasets 

usually include a wide range of imaging methods and 

tumor types, which makes it easier to build and test 

algorithms [10]. Figshare's addition to open data sharing 

makes it easier for scientists to work together. This lets 

researchers try out new ways to find brain tumors and 

builds a basis for progress in the field by sharing resources 

and information. 

b. SARTAJ CNS Tumor Dataset 

Brain tumors are very dangerous to your health. They can 

happen to kids or adults, and they make up most of the 

main Central Nervous System (CNS) tumors. With about 

11,700 people being diagnosed every year, it's important 

to have good ways to diagnose and help people. The 5-

year mortality rates, which are about 34% for men and 

36% for women with dangerous brain or CNS tumors, 

show how important it is to find better ways to treat these 

conditions. The fact that they are divided into benign, 

cancerous, and pituitary tumors shows how complicated it 

is. Magnetic Resonance Imaging (MRI) is the main way 

to find things, and doctors look through huge sets of 

images created by MRI [11]. Because brain tumors are so 

complicated, manual exams are prone to mistakes and 

need more advanced methods. 

 

(a) 

 

(b) 

Fig 1: Sample Dataset for CNS Tumor (a) meningioma tunor sample    (b) glioma tumor Sample 

Using Machine Learning (ML) and Artificial Intelligence 

(AI), especially Deep Learning Algorithms like 

Convolutional Neural Networks (CNN), Artificial Neural 

Networks (ANN), and Transfer Learning (TL), to 

automate classification techniques seems like the best way 

to go in this situation. Automated systems that use these 

technologies are more accurate than human 

classifications, which could lead to better results. This is 

especially important in places where there aren't enough 

skilled neurosurgeons, because the automated system, 

which could be stored in the cloud, can make it easier to 

get correct and fast MRI results. This new way of doing 

things not only speeds up the testing process, but it could 

also make a big difference in how well patients do around 

the world. 

Table 2: Summary of CNS tumor dataset 

Parameter Information 

Health Impact Brain tumors are very dangerous and affect both kids and adults. They make up most of 

the Central Nervous System (CNS) tumors. 

Diagnosis 

Statistics 

Every year, about 11,700 people are identified, which shows how important it is to have 

accurate diagnosis methods. 

Mortality Rates The fact that about 34% of men and 36% of women with cancerous brain or CNS tumors 

die within 5 years shows how serious the disease is and how quickly better treatment 

methods are needed. 
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Tumor 

Classification 

Brain tumors are broken down into three groups: normal, cancerous, and pituitary tumors. 

This shows how complicated these diseases are. 

Diagnostic 

Method 

Magnetic Resonance Imaging (MRI) is the main way doctors make diagnoses. It creates 

huge sets of images that are then examined by doctors. 

Challenges in 

Diagnosis 

Because brain tumors are so complicated, physical exams are prone to mistakes, so we 

need more advanced ways to diagnose them. 

AI and Machine 

Learning 

Using AI and machine learning, especially deep learning algorithms like Convolutional 

Neural Networks (CNN), Artificial Neural Networks (ANN), and Transfer Learning (TL). 

Automation 

Benefits 

Automated systems that use AI and ML are better at classifying things than humans are. 

This means that the results are more accurate and could improve patient outcomes around 

the world. 

Cloud-Based 

Solutions 

Using cloud-based automatic systems is helpful, especially in places where there aren't 

enough skilled neurosurgeons. This makes MRI results faster and more accurate. 

Global Impact This new way of doing things not only speeds up the testing process, but it could also 

make a big difference in how well patients do around the world. 

 

c. Br35H Dataset 

The dataset shows how complicated brain tumors are, 

stressing the need for a qualified doctor for correct MRI 

analysis. In poor countries where there aren't many skilled 

doctors, the fact that doctors don't know much about 

tumors makes it harder and takes more time to make MRI 

results. The plan offers a cloud-based automatic system as 

a way to solve these problems and make the testing 

process go more quickly [12]. The given dataset is made 

up of three folders: "yes," which has 1500 MRI images of 

brain tumors; "no," which has 1500 MRI images of brain 

tumors that are not tumors; and "pred," which suggests a 

predictive or test dataset. This dataset is used to train and 

test the suggested automatic system, which will find and 

classify brain tumors using CNN and TL, with a focus on 

separating parts of the tumor that are in different places.

 

  

Fig 2: Sample MRI Images for Br35H Dataset 

d. Brain MRI Images for Brain Tumor Detection 

When deep learning techniques are used in healthcare, 

they are changing everything, especially when it comes to 

diagnosing health problems. The World Health 

Organization (WHO) says that a correct evaluation of a 

brain tumor must include finding the tumor, figuring out 

where it is in the brain, and classifying it based on its 

aggressiveness, grade, and type. The goal of this trial 

study is to improve the evaluation of brain tumors using 

Magnetic Resonance Imaging (MRI). This includes 

finding tumors [13], classifying them by grade and type, 
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and figuring out where they are in the brain. Instead of 

using different models for each classification task, this 

new method looks into using a single model for all of the 

different brain MRI tasks. A Convolutional Neural 

Network (CNN)-based multi-task classification system is 

at the heart of this method. It is good at both classifying 

and finding tumors. It is also possible to find the site of a 

brain tumor using a CNN-based model that separates the 

brain tumor into different parts. The experimental dataset 

used in this study has 7023 MRI photos of the human brain 

that have been put into four groups: glioma, meningioma, 

no tumor, and pituitary. This large dataset is a useful tool 

for training and testing the suggested models, which 

allows a complete look at brain tumor detection. Using a 

multi-task classification method speeds up the diagnostic 

process. This shows how deep learning could change 

health tests, especially when it comes to brain tumor 

research, which is a very complicated field.The situation 

shows how complicated brain tumors are, stressing the 

need for a qualified doctor for correct MRI analysis. In 

poor countries where there aren't many skilled doctors, the 

fact that doctors don't know much about tumors makes it 

harder and takes more time to make MRI results. The plan 

offers a cloud-based automatic system as a way to solve 

these problems and make the testing process go more 

quickly.

   

Fig 3: Sample MRI Image Brain MRI Images for Brain Tumor Detection 

e. Brain Tumor Segmentation Dataset (BRATS) 

Dataset 

The BraTS (Brain Tumor Segmentation) collection has 

always been an important part of developing the most up-

to-date ways to separate brain tumors in multimodal MRI 

studies. In its 2020 version [14], the collection is mostly 

made up of pre-surgery MRI scans from different 

institutions, with a focus on separating brain tumors that 

are naturally different, especially gliomas. There are four 

separate jobs in the challenge, and each one is graded 

against reference standards: 

• Manual Segmentation Labels: This step involves 

separating different parts of the growth. 

• Clinical Data of Overall Survival: Looking at 

predictions for how long a patient will live. 

• The clinical evaluation of progression status 

involves telling the difference between fake 

progression and real tumor return. 

• Estimating uncertainty: looking at algorithmic 

error in tumor segmentation. 

The MRI data is in NIfTI format and includes original 

(T1), post-contrast T1-weighted (T1Gd), T2-weighted 

(T2), and T2 Fluid Attenuated Inversion Recovery (T2-

FLAIR) volumes. The information is a true reflection of 

real-life situations because it comes from different clinical 

practices and machines at 19 different institutions. To 

make sure everything is the same, all scans were manually 

segmented by one to four raters who followed a standard 

process for labeling. The notes talk about the GD-

enhancing tumor (ET), the peritumoral edema (ED), and 

the necrotic and non-enhancing tumor core (NCR/NET). 

These notes are very important for things like figuring out 

how long a patient will live and figuring out how often 

tumors come back.
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Fig 4: Dataset sample MRI Images 

The given data goes through some preliminary steps, such 

as being co-registered to a shared skeletal template, 

interpolated to a uniform resolution (1 mm^3), and skull-

stripped. To save memory, all slices of volumes are also 

changed to HDF5 format, and the information for each 

slice includes the volume number, the slice number, and 

the target classification. This careful planning of the 

dataset makes sure that algorithms can be tested and 

compared well in the difficult area of brain tumor 

segmentation. 

Table 3: Different dataset Summary 

Dataset Name 
No. of 

Images/records 
Parameters Classes Type of Data 

BRATS 4850 Multimodal MRI 
Glioma (GBM, 

LGG) 
Medical Imaging 

TCIA - Glioma Collection 1250 Multimodal MRI 
Glioma (GBM, 

LGG) 
Medical Imaging 

MICCAI BraTS Challenge 

2019 Training Data 
2465 Multimodal MRI 

Glioma (GBM, 

LGG) 
Medical Imaging 

Harvard Whole Brain 

Atlas 
2530 

MRI, Brain 

Pathology 

Various Brain 

Diseases 
Medical Imaging 

LGG-1p19qDeletion 

Dataset 
1875 MRI 

Lower-Grade 

Gliomas 
Medical Imaging 

RSNA Brain CT 

Hemorrhage Dataset 
1360 CT Scan 

Intracranial 

Hemorrhage 
Medical Imaging 

TCGA Glioblastoma 

Multiforme Dataset 
2450 Genomic, Imaging 

Glioblastoma 

Multiforme 
Genomic, Medical 

ISLES - Ischemic Stroke 

Lesion Segm. 
3560 MRI Stroke Lesions Medical Imaging 

Figshare Dataset 3064 6 2 Numeric data 

SARTAJ CNS Dataset 7022 12 4 MRI Data 

Br35H Dataset 3000 10 2 MRI Data 

Brain MRI Images 1850 Genomic, Imaging 4 Medical MRI data 

 

2. Challenges in Dataset Acquisition: 

Acquiring comprehensive and well-annotated datasets for 

brain tumor detection poses challenges due to the need for 

diverse representations, detailed annotations, and 

considerations of patient privacy. Limited availability of 

large-scale datasets with ground truth labels may hinder 

the development and validation of robust models. 
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B. Preprocessing Techniques 

1. Data Augmentation: 

Data augmentation is a crucial preprocessing technique 

used to artificially increase the size of the training dataset 

by applying various transformations to the existing 

images. In the context of brain tumor detection in MRI 

images [30], data augmentation helps enhance model 

robustness and generalization by exposing the algorithm 

to diverse variations in the input data. Common 

augmentation techniques include rotation, flipping, 

scaling, translation, and changes in brightness and 

contrast. 

Details: 

• Rotation: Randomly rotating MRI slices helps the 

model learn invariant features from different 

orientations, simulating variations in patient 

positioning during imaging. 

• Flipping: Horizontal or vertical flipping introduces 

mirror images, aiding the model in understanding 

tumors' appearance regardless of their orientation. 

• Scaling: Random scaling mimics variations in image 

resolution, enabling the model to adapt to different 

imaging protocols. 

• Translation: Shifting the image horizontally or 

vertically emulates variations in the positioning of 

the brain within the MRI scanner. 

• Brightness and Contrast Adjustments: Introducing 

variations in brightness and contrast prepares the 

model for discrepancies in image quality across 

different scans. 

2. Normalization and Standardization: 

Normalization and standardization are preprocessing 

techniques aimed at ensuring uniformity and consistency 

in the [31] pixel values of MRI images, which is crucial 

for the convergence of deep learning models. 

Details: 

• Normalization: Scaling pixel values to a 

standardized range, often between 0 and 1, helps 

prevent numerical instability and accelerates 

convergence during training. Normalization is 

particularly important when dealing with images 

acquired from different scanners and protocols, 

ensuring consistent intensity levels across datasets. 

• Standardization: Involves transforming pixel values 

to have a mean of 0 and a standard deviation of 1. 

Standardization helps mitigate issues related to 

varying image intensities, making the model less 

sensitive to differences in overall brightness and 

contrast. This technique is beneficial for enhancing 

the model's ability to focus on relevant features. 

• Implementation: For normalization, each pixel value 

Pi in the image is scaled to the range [0, 1] using the 

formula: 𝑃𝑖 =  (𝑃𝑖 –  𝑚𝑖𝑛) / (𝑚𝑎𝑥 –  𝑚𝑖𝑛). 

• For standardization, each pixel value is transformed 

using the formula: 𝑃𝑖 =  (𝑃𝑖 −  𝑚𝑒𝑎𝑛) / 𝑠𝑡𝑑. 

By incorporating these preprocessing techniques, the deep 

learning model becomes more resilient to variations in 

input data and can effectively learn the intricate features 

essential for accurate brain tumor detection in MRI 

images. 

5. Deep Learning Techniques for Brain 

Tumor Detection 

Different methods have been used to find brain tumors 

using deep learning, showing how flexible neural network 

designs are. In MRI scans, Convolutional Neural 

Networks (CNNs) are very good at analyzing images and 

picking up on complex patterns and spatial orders. LSTM 

networks, which are made for sequential data, are very 

good at understanding how things depend on time, which 

is very important for keeping track of how tumors grow 

over time. The YOLOv7 (You Only Look Once) method 

for finding objects is very good at finding tumors in 

medical pictures with just one pass through the network. 

Well-known pre-trained models that use deep topologies 

for feature extraction and classification are ResNet-50, 

VGG16, and Inception V3. The residue learning in 

ResNet-50 makes training more efficient, while VGG16 

and Inception V3 work on representing deep features. 

Each method adds something different to the field of brain 

tumor identification, showing how deep learning can be 

used in many different areas of medical image analysis. 

A. CNN 

Convolutional Neural Networks (CNNs) are very helpful 

for finding brain tumors because they can learn 

hierarchical patterns from MRI pictures on their own. 

These networks use convolutional layers to look at local 

patterns in a planned way. This lets them find complex 

structures that are signs of tumors. CNNs are very good at 

finding spatial links in medical pictures, which is a strong 

base for accurate identification [33]. The fact that CNNs 

can recognize complex patterns and differences in brain 

scans and can be easily modified to work with different 

datasets makes them an important part of using deep 

learning to find brain tumors. 

B. LSTM 

Long Short-Term Memory (LSTM) [32] networks are 

used to find brain tumors in different MRI datasets. These 

networks are known for being good at dealing with 

sequential data. LSTMs are better than standard 

Convolutional Neural Networks at recording temporal 

relationships and sequential patterns that are needed to 

look at how brain imaging changes over time. LSTMs are 
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very helpful for finding changing tumor features and 

keeping an eye on development because they use the 

repetitive nature of MRI data. LSTMs are very useful for 

improving the accuracy of brain tumor spotting because 

they can work with a wide range of datasets and can pick 

up on small changes. This is especially true when working 

with sequential medical imaging data from different 

sources.

 

 

Fig 5: CNN Architecture 

C. YOLOv7 

You Only See It Once a cutting-edge object recognition 

system called Yolov7 version 7 is used to find brain 

tumors in a variety of MRI datasets [31]. YOLOv7 is 

unique because it can handle data in real time, which 

makes it good at finding tumors in medical pictures in a 

single pass through the network. Its grid-based method 

breaks the picture up into cells, which makes location 

more accurate. The model does a great job of dealing with 

tumors of different sizes and types, giving a complete 

answer for reliable identification. Because YOLOv7 is 

flexible, quick, and accurate, it is a useful tool for quickly 

finding brain tumors in various MRI datasets. This helps 

improve quick and accurate detection methods in medical 

imaging.

 

Fig 6: YoLO Architecture 
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Algorithm: 

Input Image: 

• Let I be the input image. 

Division of Image into Grid: 

• The image I is divided into an S × S grid. 

Bounding Box Predictions: 

• For each grid cell, YOLOv7 predicts B bounding 

boxes. 

Each bounding box is represented by 5 values: 

(𝑥, 𝑦, 𝑤, ℎ, 𝑐). 

(𝑥, 𝑦) 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑜𝑥′𝑠 𝑐𝑒𝑛𝑡𝑒𝑟. 

𝑤 𝑎𝑛𝑑 ℎ 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑤𝑖𝑑𝑡ℎ 𝑎𝑛𝑑 ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑜𝑥. 

𝑐 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑠𝑐𝑜𝑟𝑒. 

𝐶𝑙𝑎𝑠𝑠 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠: 

• YOLOv7 predicts the probability distribution for 

C classes for each bounding box. 

• This is represented as a vector P of length C. 

Final Prediction: 

The final prediction for each bounding box is a 

combination of the confidence score and the class 

probabilities: 

𝑃(𝑜𝑏𝑗𝑒𝑐𝑡)  ×  𝑃(𝑐𝑙𝑎𝑠𝑠 | 𝑜𝑏𝑗𝑒𝑐𝑡) 

Loss Function: 

• YOLOv7 uses a combination of localization loss 

(for predicting bounding box coordinates), 

confidence loss, and classification loss to train 

the model. 

• The total loss is a sum of these individual losses. 

D. ResNet-50 

ResNet-50 is a deep convolutional neural network design 

that uses residual learning to find brain tumors in a variety 

of MRI datasets. One [28] thing that makes ResNet-50 

stand out is that it can train very deep networks quickly, 

which helps with the disappearing gradient problem. 

ResNet-50 is very good at feature extraction, which means 

it can find complex patterns and models in medical 

pictures and use them to find brain tumors. The leftover 

links allow for smoother optimization, which makes it 

easier for the model to spot complex structures that are 

signs of cancer. ResNet-50 works well with different MRI 

datasets because it has already been trained on big 

datasets. It is very good at finding and classifying brain 

cancers. ResNet-50 is a strong tool for improving the 

accuracy and dependability of brain tumor identification 

in medical imaging. Its deep design and residual learning 

make it possible. 

Algorithm: 

Input: 

• X is the input image or volume. 

Convolutional Blocks: 

• Output of each block: F(X) + X, where F(X) 

represents the output of convolutional layers. 

Residual Blocks: 

• Let H(X) be the output of a residual block with 

input X. 

𝐻(𝑋)  =  𝑅𝑒𝐿𝑈(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑊2 ⋅

𝑅𝑒𝐿𝑈(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑊1 ⋅ 𝑋))))  +  𝑋,  

where W1 and W2 are the learned convolutional 

filters. 

Identity Blocks: 

 

• Let G(X) be the output of an identity block with 

input X. 

𝐺(𝑋)  =  𝑅𝑒𝐿𝑈(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑊2

⋅ 𝑅𝑒𝐿𝑈(𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(𝑊1 ⋅ 𝑋)))) 

where W1 and W2 are the learned convolutional filters. 

Global Average Pooling (GAP): 

𝑌_𝐺𝐴𝑃 =  1 / (𝐻 ×  𝑊) ∑_{𝑖 = 1}^{𝐻} ∑_{𝑗 =

1}^{𝑊} 𝑌_{𝑖, 𝑗},  

where Y is the output after convolutional blocks, and H 

and W are the height and width of the feature map. 

Fully Connected Layer: 

𝑌_𝐹𝐶 =  𝑊_𝐹𝐶 ⋅ 𝑌_𝐺𝐴𝑃 +  𝑏_𝐹𝐶,  

where W_FC and b_FC are the weights and biases of the 

fully connected layer. 

Softmax Activation: 

𝑌_𝑠𝑜𝑓𝑡𝑚𝑎𝑥 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑌_𝐹𝐶) 

Training: 

• Training involves minimizing a loss function, 

often a combination of classification loss and 

regularization terms, using gradient descent or 

related optimization methods. 

E. VGG16 

VGG16 is a deep convolutional neural network that is 

known for being easy to use and very good at finding brain 

tumors in a variety of MRI datasets. The design is made 

up of 16 layers with small receptive fields and a stacked 
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layout that lets it pick up on fine details and hierarchical 

features in medical pictures. The [29] best thing about 

VGG16 is that it can learn rich representations, which 

makes it great for difficult picture analysis jobs. When it 

comes to finding brain tumors, VGG16 is very good at 

pulling out important traits that show a tumor is there. 

VGG16's deep convolutional layers make it very good at 

picking out small patterns and changes in MRI pictures, 

which helps doctors find tumors more accurately. Since 

VGG16 has already been taught on big sets of images, it 

can easily change to different types of MRI data, which 

improves its ability to generalize. But because its design 

is more complicated than some of its competitors, it may 

be harder to program. The ability of VGG16 to spread 

learning and its ability to extract hierarchical features 

make it useful for both students and professionals in the 

field of medical imaging. Its successful use in finding 

brain tumors shows how important it is for improving the 

precision and dependability of diagnosis methods, which 

adds to the progress being made at the intersection of deep 

learning and healthcare. 

F. Inception V3 

Inception V3, a strong convolutional neural network 

design, is used to find brain tumors in a variety of MRI 

datasets, showing amazing medical picture analysis skills. 

Because it has inception modules that let it handle 

information at multiple scales at the same time, Inception 

V3 is great at recording complex spatial [18] patterns in 

medical pictures. Due to its depth and use of parallel 

convolutions, the network can learn complex features that 

are needed to spot small changes that could be signs of 

brain cancer. Because it has inception modules, Inception 

V3 strikes a good mix between speedy computing and 

accurate modeling, which makes it perfect for the 

problems that come up with different MRI datasets. The 

network can work with a wider range of image methods 

and scanners because its weights have already been 

trained on big datasets. The fact that Inception V3 can pick 

up on a lot of different and subtle details in medical 

pictures helps it find brain tumors and give strong, 

accurate results. Transfer learning with Inception V3 lets 

experts and users use what they've learned from pre-

training on large datasets to improve the system's success 

in jobs where labeled data is scarce. In short, the design 

improvements in Inception V3 make it a useful tool for 

improving the accuracy and efficiency of finding brain 

tumors in medical imaging. 

6. Challenges and Future Directions 

A. Current Challenges in Deep Learning for Brain 

Tumor Detection 

• Interpretability of Models: 

Deep learning models are hard to understand, which is a 

big problem in important medical tasks like finding brain 

tumors. To win the trust of healthcare workers and make 

sure that evaluations are accurate, it is important to 

understand how these models make decisions. It's 

important to create tools and methods that make it clear 

how deep learning models make certain predictions. This 

will help doctors make better choices and get more of 

these technologies used in clinical settings. 

• Limited Annotated Data: The lack of labeled data is 

still a problem when it comes to creating and training 

accurate deep learning models for finding brain 

tumors. Because expert annotations are hard to do 

well and patient data privacy worries mean that 

annotated medical image files are usually not very 

big. To solve this problem, people need to work 

together to make records that are bigger, more 

varied, and well-annotated. You can also try transfer 

learning and semi-supervised methods to get the 

most out of data that hasn't been named. 

B. Trends and directions for the future 

• Integration with Other Modalities: The best way to 

find brain tumors in the future is for deep learning to 

work well with different imaging methods. Using 

information from different types of MRI, like 

functional MRI (fMRI), diffusion tensor imaging 

(DTI), and positron emission tomography (PET), 

along with regular MRI can help us learn more about 

the features of tumors. It's possible that multi-modal 

deep learning methods could make tumor 

identification more sensitive and specific, which 

would allow for a more complete picture of the 

disease. 

• AI that can be explained in medical imaging: AI that 

can be explained in medical imaging is becoming 

more important as deep learning models get more 

complicated. For a model to be accepted in clinical 

practice, it needs to be clear and easy to understand 

how it comes up with a diagnosis. In the future, AI 

methods that can be explained will be developed and 

applied to medical images. This will make sure that 

doctors can trust the choices that these models make. 

Explainability not only helps us understand what the 

models are saying, but it also makes it easier to keep 

improving and testing deep learning methods for 

finding brain tumors. 

The area of deep learning for brain tumor diagnosis has a 

lot of room to grow as long as it can deal with the 

problems it faces now and look to the future. The 

development of these technologies will be shaped by how 

well they work together with interpretability, data access, 

media integration, and AI that can be explained. This will 
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lead to more accurate, reliable, and widely used tools in 

clinical situations. As research moves forward, it will be 

very important for researchers, doctors, and business 

partners to work together so that deep learning advances 

can be turned into useful solutions that help patients. 

7. Conclusion 

The deep learning techniques to find brain tumors in MRI 

pictures is a huge step forward in medical imaging. 

Researchers have made a lot of progress in automating and 

improving the accuracy of tumor spotting using tools like 

Convolutional Neural Networks (CNNs), Long Short-

Term Memory (LSTM) networks, YOLOv7, ResNet-50, 

VGG16, and Inception V3. These models are very good at 

recording spatial hierarchies, picking out complex 

patterns, and changing to different datasets, which makes 

them useful for doctors. But the field faces problems that 

need to be looked at. The ability to understand deep 

learning models is still a problem. This is why explainable 

AI methods are needed to make clear decisions in 

important medical situations. There isn't a lot of labeled 

data, which makes it harder for more people to use it. This 

shows how important it is for people to work together to 

collect large datasets and look into other ways to learn. 

The best way to find brain tumors in the future is to 

combine deep learning with different imaging methods, 

such as functional MRI, diffusion tensor imaging, and 

positron emission tomography. Multi-modal methods 

offer a more complete picture of how tumors work, which 

will improve both sensitivity and precision. Also, new 

trends show that medical imaging is moving toward AI 

that can be explained. Making clear models is important 

for making sure that clinical integration works well and 

that models are always getting better and being confirmed. 

The field of deep learning for brain tumor identification is 

likely to become more popular and used in clinical 

practice as it gets better at combining interpretability, data 

availability, and multi-modal integration. 

References 

[1] M. Malik, M. A. Jaffar and M. R. Naqvi, 

"Comparison of Brain Tumor Detection in MRI 

Images Using Straightforward Image Processing 

Techniques and Deep Learning Techniques," 2021 

3rd International Congress on Human-Computer 

Interaction, Optimization and Robotic Applications 

(HORA), Ankara, Turkey, 2021, pp. 1-6, doi: 

10.1109/HORA52670.2021.9461328. 

[2] M. C. S. Tang and S. S. Teoh, "Brain Tumor 

Detection from MRI Images Based on ResNet18," 

2023 6th International Conference on Information 

Systems and Computer Networks (ISCON), 

Mathura, India, 2023, pp. 1-5, doi: 

10.1109/ISCON57294.2023.10112025. 

[3] N. Çınar, B. Kaya and M. Kaya, "Comparison of 

deep learning models for brain tumor classification 

using MRI images," 2022 International Conference 

on Decision Aid Sciences and Applications (DASA), 

Chiangrai, Thailand, 2022, pp. 1382-1385, doi: 

10.1109/DASA54658.2022.9765250. 

[4] N. M. Dipu, S. A. Shohan and K. M. A. Salam, 

"Deep Learning Based Brain Tumor Detection and 

Classification," 2021 International Conference on 

Intelligent Technologies (CONIT), Hubli, India, 

2021, pp. 1-6, doi: 

10.1109/CONIT51480.2021.9498384. 

[5] S. Poornam and S. Alagarsamy, "Detection of Brain 

Tumor in MRI Images using Deep Learning 

Method," 2022 3rd International Conference on 

Electronics and Sustainable Communication 

Systems (ICESC), Coimbatore, India, 2022, pp. 855-

859, doi: 10.1109/ICESC54411.2022.9885583. 

[6] G. Ma, K. Luo and K. Wang, "Concatenated and 

connected random forests with multi scale patch 

driven active contour model for automated brain 

segmentation of MR images", IEEE Transactions on 

Medical Imaging, vol. 37, no. 8, pp. 1943-1954, 

2018. 

[7] J. Tong, Y. Zhao, P. Zhang, L. Chen and L. Jiang, 

"MRI brain tumor segmentation based on texture 

features and kernel sparse coding", Biomedical 

Signal Processing and Control, vol. 47, pp. 387-392, 

2019. 

[8] K. Muhammad, S. Khan and J. Del Ser, "Deep 

Learning for Multigrade Brain Tumor Classification 

in Smart Healthcare Systems: A Prospective 

Survey", IEEE Transactions on Neural Networks 

And Learning Systems, vol. 32, no. 2, pp. 507-522, 

2021. 

[9] K. Sikka, N. Sinha, PK. Singh and AK. Mishra, "A 

fully automated algorithm under modified FCM 

framework for improved brain MR image 

segmentation", Magnetic Resonance Imaging, vol. 

27, no. 7, pp. 994-1004, 2009. 

[10] Figshare dataset: 

https://figshare.com/articles/dataset/brain_tumor_da

taset/1512427?file=3381290 

[11] SARTAJ Brain Tumor dataset 

https://www.kaggle.com/datasets/sartajbhuvaji/brai

n-tumor-classification-mri 

[12] Br35H :: Brain Tumor Detection 2020:  

https://www.kaggle.com/datasets/ahmedhamada0/b

rain-tumor-detection  

[13] Brain MRI Images for Brain Tumor Detection:  

https://www.kaggle.com/datasets/navoneel/brain-

mri-images-for-brain-tumor-detection 

[14] Brain Tumor Segmentation(BraTS2020): 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(13s), 586–602 |  601 

https://www.kaggle.com/datasets/awsaf49/brats202

0-training-data 

[15] L Chen, P Bentley, K Mori and K Misawa, "DRINet 

for Medical Image Segmentation", IEEE 

Transactions on Medical Imaging, vol. 31, no. 11, 

pp. 2453-2462, 2018. 

[16] L. Farhi, A. Yusuf and RH. Raza, "Adaptive 

stochastic segmentation via energy-convergence for 

brain tumor in MR images", Journal of Visual 

Communication and Image, vol. 46, pp. 303-311, 

2017. 

[17] L. Sun, W. Shao, M. Wang and D. Zhang, "High-

order Feature Learning for Multi-atlas based Label 

Fusion: Application to Brain Segmentation with 

MRI", IEEE Transaction on Image Processing, vol. 

29, pp. 2702-2713, 2019. 

[18] M. Ghaffari, A Sowmya and R Oliver, "Automated 

brain tumor Segmentation using multimodal brain 

scans a survey based on models submitted to the 

BraTS 2012-18 challenges", IEEE Reviews in 

Biomedical Engineering, vol. 13, pp. 156-168, 2019. 

[19] M. Huang, W. Yang, Y. Wu, J. Jiang, W. Chen and 

Q. Feng, "Brain Tumor Segmentation Based on 

Local Independent Projection-based Classification", 

IEEE Transactions on Biomedical Engineering, vol. 

61, no. 10, pp. 2633-2645, 2014. 

[20] Mekhmoukh and K. Mokrani, "Improved fuzzy c-

means based particle swarm optimization (PSO) 

initialization and outlier rejection with level set 

methods for MR brain image segmentation", 

Computer Methods Programs Biomedicine, vol. 

122, no. 2, pp. 266-81, 2015. 

[21] N. Gupta, P. Bhatelec and P. Khanna, "Identification 

of Gliomas from brain MRI through adaptive 

segmentation and run length of centralized pattern", 

Journal of Computational Science, vol. 25, pp. 213-

220, 2018. 

[22] Romero–Troncoso, H. Aguirre-Ramos, I. Cruz-

Aceves and C. Chalopin, "Localized active contour 

model with background intensity compensation 

applied on automatic MR brain tumor 

segmentation", Neuro computing, vol. 220, pp. 84-

97, 2017. 

[23] S Alagarsamy, T. Abitha and S. Ajitha, 

"Identification of high grade and low grade tumors 

in MR Brain Image using Modified Monkey Search 

Algorithm", IOP Conf. Ser.: Mater. Sci. Eng. 993 

012052, vol. 993, 2020. 

[24] S. Alagarsamy, K. Kamatchi and V. Govindaraj, "A 

Novel Technique based on Artificial Bee Colony for 

MR Brain Image Segmentation", 2019 IEEE 

International Conference on Clean Energy and 

Energy Efficient Electronics Circuit for Sustainable 

Development (I NCCES), pp. 1-6, 2019. 

[25] S. Alagarsamy, K. Kamatchi, K. Selvaraj, A. 

Subramanian, L. R. Fernando and R. Kirthikaa, 

"Identification of Brain Tumor using Deep Learning 

Neural Networks", 2019 IEEE International 

Conference on Clean Energy and Energy Efficient 

Electronics Circuit for Sustainable Development 

(INCCES), pp. 1-5, 2019. 

[26] S. Alagarsamy, K. Kamatchi, V. Govindaraj and A. 

Thiyagarajan, "A fully automated hybrid 

methodology using Cuckoo‐ based fuzzy clustering 

technique for magnetic resonance brain image 

segmentation", International Journal of Imaging 

systems and technology, vol. 27, pp. 317-332, 

November 2017. 

[27] S. Israni and S. Jain, "Edge detection of license plate 

using Sobel operator", 2016 International 

Conference on Electrical Electronics and 

Optimization Techniques (ICEEOT), pp. 3561-

3563, 2016. 

[28] D. Sangeetha and P. Deepa, "FPGA implementation 

of cost-effective robust Canny edge detection 

algorithm", J Real-Time Image Proc, vol. 16, no. 4, 

pp. 957-970, Aug. 2019. 

[29] R. S. Kapse, D. S. S. Salankar and M. Babar, 

"Literature Survey on Detection of Brain Tumor 

from MRI Images", pp. 7. 

[30] S. Maharjan, A. Alsadoon, P. W. C. Prasad, T. Al-

Dalain and O. H. Alsadoon, "A novel enhanced 

softmax loss function for brain tumour detection 

using deep learning", Journal of neuroscience 

methods, vol. 330, pp. 108520, 2020. 

[31] T. Naz, M. Akhtar, S. K. Shahzad, M. Fasli, M. W. 

Iqbal and M. R. Naqvi, "Ontology-driven advanced 

drug-drug interaction", Computers & Electrical 

Engineering, vol. 86, pp. 106695, Sep. 2020. 

[32] S. K. Shahzad, D. Ahmed, M. R. Naqvi, M. T. 

Mushtaq, M. W. Iqbal and F. Munir, "Ontology 

Driven Smart Health Service Integration", Computer 

Methods and Programs in Biomedicine, vol. 207, pp. 

106146, Aug. 2021. 

[33] M. R. Naqvi, M. Aslam, M. W. Iqbal, S. Khuram 

Shahzad, M. Malik and M. U. Tahir, "Study of Block 

Chain and itsImpact on Internet of Health Things 

(IoHT)", Challenges and Opportunities" 2020 

International Congress on Human-Computer 

Interaction Optimization and Robotic Applications 

(HORA), pp. 1-6, 2020. 

[34] Khetani, V. ., Gandhi, Y. ., Bhattacharya, S. ., Ajani, 

S. N. ., & Limkar, S. . (2023). Cross-Domain 

Analysis of ML and DL: Evaluating their Impact in 

Diverse Domains. International Journal of Intelligent 

Systems and Applications in Engineering, 11(7s), 

253–262. 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(13s), 586–602 |  602 

[35] Shivadekar, S., Shahapure, K., Vibhute, S., & Dunn, 

A. (2024). Evaluation of Machine Learning Methods 

for Predicting Heart Failure Readmissions: A 

Comparative Analysis. International Journal of 

Intelligent Systems and Applications in Engineering, 

12(6s), 694-699. 

[36] Sairise, Raju M., Limkar, Suresh, Deokate, Sarika 

T., Shirkande, Shrinivas T. , Mahajan, Rupali Atul & 

Kumar, Anil(2023) Secure group key agreement 

protocol with elliptic curve secret sharing for 

authentication in distributed environments, Journal 

of Discrete Mathematical Sciences and 

Cryptography, 26:5, 1569–1583, DOI: 

10.47974/JDMSC-1825 

[37] Nilesh P. Sable, Devendra P. Gadekar, Jyoti Yogesh 

Deshmukh, Sheetal Phatangare, Shwetal Kishor 

Patil, Aarti Dandavate, "Applications of Nonlinear 

Analysis Transforming Communication Paradigms 

for Seamless Connectivity", Communications on 

Applied Nonlinear Analysis, Vol. 30 No. 2 (2023), 

pp. 56-72. 


