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Abstract: Much of the current content (photos, videos, etc.) is provided through windows, which comprise a 2D graphical user interface. 

In extended reality (XR), it is common to render such content on a 3D plane (hereafter 3D window). XR, an emerging interactive 

environment, has been developed to support bare-handed input, and studies on interacting with 3D windows in this environment have 

primarily focused on pointing methods. However, conventional methods can cause various issues such as fatigue and discomfort owing to 

the use of mid-air gestures. In consideration of these problems, this paper proposes a novel pointing method. The proposed method 

augments a virtual pad on the palmar surface of one hand and uses the other hand to operate the pad for pointing. The pointing performance 

of the proposed method was evaluated by comparing it with three conventional representative pointing methods (Gaze&Gesture (GG), 

Handray&Gesture (HG), and virtual pad (VP)). From the analysis results, the proposed method performed better than VP but was inferior 

to GG and HG. However, qualitative analysis confirmed that the proposed method achieved accurate pointing, fast perceived operation 

speed, and low fatigue. It was also confirmed from the survey results on social acceptance that the proposed method is most preferred in 

public environments. 
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1. Introduction 

A window is composed of a 2D graphical user interface, and 

is defined as an open file or program [1] (hereafter 2D 

window). 2D windows have traditionally been used in many 

systems owing to their many advantages [2], such as 

familiarity, intuition, efficiency, and high accuracy. One of 

the typical input methods for interacting with 2D windows 

is the pointing method [3]. 

Recent technological advances have led to the emergence of 

a new interactive environment called extended reality (XR). 

XR is defined as an umbrella term that includes virtual 

reality (VR), augmented reality (AR), and mixed reality 

(MR) [4-6]. As mentioned in [7], much of current content is 

based on 2D windows, so research has been conducted to 

provide such content in XR as well. In XR, it is common to 

render this content on a 3D plane [2, 8] (hereafter 3D 

window). 

Equipment to provide XR has been developed to head-

mounted display (HMD) devices using bare-handed 

interactions [9-11] (hereafter XR HMD). Similar to 2D 

windows, research on interaction with 3D windows using 

bare-hands has primarily focused on pointing methods. 

However, most studies on pointing in XR have utilized mid-

air gestures, which can cause various issues, such as user 

fatigue [11, 12], social awkwardness [11, 13], and 

discomfort due to the absence of physical haptic feedback 

[14]. 

This paper proposes a novel pointing method for XR that 

considers these issues. The proposed method can reduce the 

range of mid-air gestures by indirectly controlling the cursor 

through a virtual touch pad. It also provides physical haptic 

feedback by augmenting it on the palmar surface of a hand. 

This paper is organized as follows. In Section 2, we 

introduce previous pointing studies based on bare-handed 

interactions in XR environments. Section 3 describes the 

proposed method in detail. Section 4 evaluates the 

performance of the proposed method by conducting a 

comparative experiment with conventional methods, and 

analyzes the experimental results. Finally, followed by 

conclusions in Section 5. 

2. Related Works 

Pointing-related studies in XR have primarily focused on 

two types: 1) a method using a ray projected in the direction 

of gaze from an HMD for pointing, and using gestures to 

handle events such as selection actions [15-17] (hereafter 

Gaze&Gesture), and 2) a method using a ray emitted from 

the hand for pointing, and using gestures to handle events 

[15, 17-19] (hereafter Handray&Gesture). 

Mine (1995) introduced interaction methods to select distant 

objects [15]. The introduced interactions included 
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Gaze&Gesture, Handray&Gesture, and voice input. 

Poupyrev et al. (1996) proposed a pointing method based on 

Handray&Gesture [18]. The proposed method emitted a 

nonlinear ray from the hand for pointing. The results of the 

usability evaluation showed that the proposed method was 

able to naturally manipulate both near and far objects, but 

no performance comparison was conducted with other input 

methods. Pierce et al. (1997) proposed a pointing method 

that combined Gaze&Gesture and Handray&Gesture [19]. 

The proposed method emitted a ray from an HMD to 

between the thumb and index finger for pointing and 

handled events using gestures (the authors defined this 

method as a Head Crusher). The performance was positively 

evaluated by six users, but no performance comparison was 

conducted with other pointing methods. Brasier et al. (2020) 

proposed a pointing method using virtual pads augmented 

around the body [11]. Six types of virtual pads were 

implemented in the proposed method, considering two 

orientations (horizontal and vertical) and three augmented 

positions (wrist, waist, and thigh). The performance 

comparison experiment used six types of virtual pads and 

conventional methods (Gaze&Gesture, Handray&Gesture). 

From the comparison results, it is suggested that the 

proposed method is less fatiguing; the augmented position 

is recommended to be the wrist and waist; and the 

orientation should be the same as the screen orientation. 

Lystbæk et al. (2022) proposed a pointing method based on 

Gaze&Gesture [16]. The proposed method performed 

pointing as in Gaze&Gesture and then handled events when 

the gaze direction and the fingertip were aligned (the authors 

defined this method as Gaze&Finger). The authors further 

proposed a method, similar to Gaze&Finger, which used the 

tracked hand to compensate for pointing (they defined this 

method as Gaze&Hand). The performances of the two 

proposed methods were evaluated in comparison with two 

existing pointing methods (Gaze&Gesture, 

Handray&Gesture). The comparison results showed that the 

two proposed methods provide faster input than 

Handray&Gesture, and also showed that Gaze&Finger had 

relatively high accuracy. Wagner et al. (2023) proposed a 

pointing method that combined Gaze&Gesture and 

Handray&Gesture [17]. The proposed method performed 

pointing as in Gaze&Gesture and then handled events when 

the handray direction and the fingertip were aligned (the 

authors defined this method as Gaze&Finger). The proposed 

method was evaluated in comparison with four existing 

pointing methods (Head-Crusher, Gaze&Finger, 

Gaze&Gestrue, Handray&Gestrue). The comparison results 

showed that the proposed method had excellent overall 

performance and was preferred after Gaze&Gestrue. 

In addition to the above-mentioned studies, various studies 

have been conducted on pointing in XR; however, there is 

insufficient research on reducing the range of mid-air 

gestures, such as [11]. Moreover, [11] did not provide 

physical haptic feedback, so an approach that considers both 

minimizing mid-air gestures and haptic feedback is required 

for pointing. 

3. Proposed Pointing Method 

A touch pad, also known as a track pad, is one of the most 

representative pointing devices and is widely used on 

laptops [20]. Owing to their intuitive usability, touch pads 

are used not only on laptops but also on a variety of 

controllers, such as remote controllers and VR controllers. 

The proposed method uses a virtual touch pad as an input 

device by augmenting it on the palmar surface (hereafter this 

virtual touch pad is referred to as a hand pad). 

The hand pad in this paper was implemented using 

Microsoft’s HoloLens 2, which is capable of tracking both 

the hands and fingers as shown in Fig. 1. Considering that 

most pointing devices, such as computer mouses, are 

designed for right-handed users, the hand pad is augmented 

on the left palmar surface. According to [9] and [21], using 

only the index finger was faster and had less errors than 

using all fingers when interacting with virtual objects. 

Therefore, the augmented hand pad interacts with only the 

right index finger. Fig. 2 shows the hand pad, which is a 

virtual input device, in the proposed method. 

 

Fig. 1.  Hand pose estimation of HoloLens 2. 

 

Fig. 2.  Hand pad in the proposed method. 
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3.1.1. Personalized layout 

Since virtual pads are commonly implemented as a 

rectangular plane [22-24], the hand pad utilizes joints 

corresponding to the corners of a rectangular shape formed 

by the metacarpals (the five bones in the palm), as shown in 

Fig. 3(a). The joints used are: the 2nd metacarpophalangeal 

(MCP) joint (hereafter a-joint), 5th MCP joint (hereafter b-

joint), 1st carpometacarpal (CMC) joint (hereafter c-joint), 

and 5th CMC joint (hereafter d-joint). However, the palmar 

size varies from person to person, and the positions of the 

joints tracked by an XR HMD may not be accurate. To 

address these issues, the proposed method measures offsets 

by having users place their right index finger directly on 

each joint of the left hand. Fig. 3(b) shows the guided dialog 

used for this process. 

  

(a) (b) 

Fig. 3.  Process of measuring offsets to calculate the 

rectangle in the palm: (a) positions to be input; (b) guided 

dialog. 

Because the measured positions may not lie within a single 

plane, a fitting plane is calculated using ordinary least 

squares, as shown in equation (1) (the centroid of the palmar 

position is additionally measured and used to reduce 

distortion of the fitting plane, corresponding to 𝑒 in (1)). 

𝑈 =

[
 
 
 
 
𝑥𝑎 𝑦𝑎 1
𝑥𝑏 𝑦𝑏 1
𝑥𝑐 𝑦𝑐 1
𝑥𝑑 𝑦𝑑 1
𝑥𝑒 𝑦𝑒 1]

 
 
 
 

,  𝑉 =

[
 
 
 
 
𝑧𝑎

𝑧𝑏

𝑧𝑐

𝑧𝑑

𝑧𝑒]
 
 
 
 

 

∴ [
𝐴
𝐵
𝐶
] = pinv(𝑈)𝑉 = (𝑈𝑇𝑈)−1𝑈𝑇𝑉 

  (1) 

where 𝐴, 𝐵, 𝐶  are parameters of the plane equation 

satisfying 𝐴𝑥 + 𝐵𝑦 + 𝐶𝑧 + 𝐷 = 0. 

Each corner of the rectangle (a-joint, b-joint, c-joint, and d-

joint) is then projected onto the fitting plane to form a 2D 

coordinate system (hereafter, prime denotes the projected 

position). This 2D coordinate system uses the projected c-

joint position as the origin and the following vectors as axes: 

a vector 𝑐′𝑎′⃗⃗ ⃗⃗ ⃗⃗   using the projected a-joint (hereafter y-axis), a 

normal 𝑛𝑜𝑟𝑚𝑎𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ to the fitting plane, and a cross product of 

𝑐′𝑎′⃗⃗ ⃗⃗ ⃗⃗   and 𝑛𝑜𝑟𝑚𝑎𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (hereafter x-axis). Fig. 4 shows the formed 

2D coordinate system. The hand pad is generated using a 

bounding box based on the x-axis and y-axis to include the 

projected positions. Fig. 5 shows the generated hand pad. 

 

Fig. 4.  Metacarpal-based rectangle projected into ℝ2. 

 

Fig. 5.  Generated hand pad based on metacarpals. 

3.1.2. Event handling 

Commercial touch pads handle various events by combining 

two events (tap and slide), such as double tap (click) = tap + 

tap, drag = tap + slide, etc. The proposed method handles 

tap and slide events using the dwell time of the index finger 

touching the hand pad. The proposed method considers the 

hand pad and the finger to be touching if both of the 

following conditions are met: 1) when the hand pad is 

viewed in 2D, the position of the index fingertip is within 

the plane, and 2) this finger is within 1 cm in the normal 

direction from the plane, as in [25] (but only the inside 

direction is considered because the outside direction is 

blocked by the palmar surface). 

A tap event is handled when the touch has a short dwell 

time. Hincapié-Ramos et al. (2015) set the dwell time to 150 

ms for handling tap event in an AR HMD environment [26]. 

Liao et al. (2017) compared dwell times from 110 ms to 170 

ms for handling tap even [27], and they confirm high 

accuracy at 150 ms and 170 ms. Both of these studies were 

conducted in environments where physical controllers were 

used, so it is possible to know the exact moment that the user 

inputs. However, because the XR environment interacts 

with virtual objects, it is difficult to determine the exact 
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moment when dwell time occurs. Considering this, the 

proposed method uses a dwell time of 170 ms to handle the 

tap event. Fig. 6 shows an example of handling the tap event 

using the hand pad. 

 

Fig. 6.  Example of handling the tap event. 

Touch pads are typically fixed to the physical environment 

and handle slide events by using the position of the finger 

being touched. However, the hand pad is augmented based 

on the hand and joint data being tracked, so handling the 

slide event on this pad based on simple position differences 

causes abrupt cursor movement. In the proposed method, 

the slide event is handled using a mean filter based on a 

queue to prevent this issue. 

The detailed handling method is as follows. First, the 

difference in the touch position (hereafter △pos) between 

the previous and current frames is inserted into the queue, 

as shown in Fig. 7. If the time difference between the first 

input inserted into the queue and the current is less than 100 

ms, the slide event is not handled. When the time difference 

is greater than 100 ms, the mean of all △pos values in the 

queue is used to handle the slide event and then dequeuing 

is operated, as shown in Fig. 8. When the slide event is 

handled in the proposed method, the cursor in the 3D 

window moves in proportion to the ratio of the mean △pos 

to the length of the hand pad (the ratio is applied on a 1/2 

scale). For example, if the mean △pos corresponds to 1/2 of 

the hand pad width on the x-axis, the cursor moves 1/4 of 

the 3D window's width. If the mean △pos corresponds to 

1/4 of the hand pad height on the y-axis, the cursor moves 

1/8 of the 3D window's height. 

 

Fig. 7.  △pos to insert into the queue. 

 

Fig. 8.  Example of handling slide events based on mean 

filter. 

4. Experiment and Results 

4.1. Experimental environment 

The performance of the proposed method was evaluated by 

comparing it with the conventional pointing methods. The 

XR HMD used in the experiment was HoloLens 2, which 

was used to implement the proposed method. The 

experimental procedure is shown in Fig. 9. The 

conventional pointing methods for comparison were two 

representative pointing methods (Gaze&Gesture and 

Handray&Gesture) and a pointing method using a virtual 

pad similar to [11] (hereafter Gaze&Gesture is referred to as 

GG, Handray&Gesture as HG, virtual pad as VP, and the 

proposed hand pad as HP). 

 

Fig. 9.  Experimental procedure. 

GG and HG were provided by the HoloLens 2. VP was 

implemented to have the same sizes of 183 mm × 103 mm 

as in [11], and for simple comparison, it was fixed at the 

lower field of view to always be sighted regardless of the 

user's gaze direction. In addition, to facilitate a comparison 

between VP and the proposed HP, tap event handling in VP 

was unified with HP. 

Because the participants could adapt to the XR environment 

during the experiment, the order of the pointing methods 
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was randomized. To compare the proposed method with the 

absolute coordinate virtual pad proposed in [11], the size of 

the 3D window, the pointing target, was set to 1.777:1 

aspect ratio, which is the same as the virtual pad ratio in [11]. 

The 3D window was positioned 1 m from the participant to 

ensure sufficient distance and was sized (width × height) as 

(800 mm × 450 mm) for enough visibility (since the field of 

view of the HoloLens 2 is 43°× 29°). Fig. 10 shows the 

experimental environment. 

 

Fig. 10.  Experimental environment. 

A total of 20 participants was recruited through the intranet 

of the Korean National University of Technology and 

Education. Participants' eligibility was restricted to non-

computer science students or first-year computer science 

students, who were expected to have less pointing 

experience in XR. The participants received experimental 

instructions for about 4 minutes and completed a consent 

form. After completing the consent form, participants were 

equipped with the XR HMD. 

4.1.1. Tutorial sessions 

Because the four pointing methods used in the experiment 

have distinct interaction mechanisms, the tutorial session 

was used to learn the current order of pointing methods. The 

learning for the pointing methods proceeded in the order of 

handling the slide event and then the tap event. Each event 

handling method was taught using two interactive circles 

displayed sequentially. For the slide event, the interaction 

was completed when the cursor touched the circle, and for 

the tap event, the interaction was completed when handling 

was performed while the cursor was inside the circle. When 

the participant completed interactions with a total of four 

circles, the session ended, and was proceeded to the 

evaluation session. 

4.1.2. Evaluation sessions 

The performance of pointing methods has typically been 

evaluated based on the ISO 9241-9. The evaluation session 

evaluated the performance of the pointing methods using 

two tasks (one- and multi-directions) defined in this 

standard document. Such tasks have primarily been 

designed using the index of difficulty (ID) from Fitts' law 

[28]. When the distance between the buttons is D and the 

width of a button is W, the ID is calculated as follows (unit: 

bits): 𝐼𝐷 = log2(𝐷/𝑊 + 1) . Considering that previous 

pointing studies use the ID in the range of about 2 to 4 bits, 

we designed the tasks as shown in Fig. 11. 

A detailed description of each task is as follows. The one-

direction task is to tap the highlighted one among the 

buttons located on the left and right sides. In this experiment, 

the ID of this task was 2.807 bits. The participants were 

required to tap the highlighted button sequentially on the left 

and right as shown in Fig. 11(a), with a total of 10 repetitions 

(2 × 10 times). The multi-direction task is to tap the 

highlighted button among the circularly located buttons. In 

this experiment, the ID of this task was 3.821 bits, and it 

consisted of 9 buttons. Each button was highlighted in the 

order shown in Fig. 11(b), with a total of 2 repetitions (2 × 

9 times). 

 

(a) 

 

(b) 

Fig. 11.  Two tasks in the evaluation session. Small black filled 

circles are the cursors, colored objects are highlighted: (a) One-

direction task; (b) Multi-direction task 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(14s), 98–107  |  103 

The performance of the pointing method using the tasks was 

evaluated using movement time (MT) and throughput (TP), 

which are metrics used in ISO 9241-9 to indicate the 

performance of the pointing method. MT represents the 

mean time taken to complete a task. In the experiment, MT 

was calculated as the mean of the time to tap the highlighted 

button in both one- and multi-direction tasks (20 trials and 

18 trials). TP is a metric that indicates the efficiency of the 

task in Fitts' law and is calculated as follows: 𝑇𝑃 = 𝐼𝐷/𝑀𝑇. 

Once the performance evaluation of the pointing method 

was completed, a 2 min rest was provided. 

4.1.3. Questionnaires 

The subjective performance of the pointing methods was 

evaluated using the device assessment questionnaire (DAQ) 

of ISO 9241-9 and a self-questionnaire to measure social 

acceptability. The DAQ is a questionnaire that evaluates 

factors such as force required, fatigue, and satisfaction with 

the input device on a 5-point Likert scale. The DAQ shown 

in Fig. 12(a) was used in the experiment. 

The self-questionnaire was used to measure preferences for 

input methods when using the XR HMD in specific 

situations where social awkwardness might occur (hereafter 

this social acceptance self-questionnaire is referred to as 

SAQ). The SAQ, adapted from a subjective questionnaire 

that measures convenience in the public environment in [29], 

was created as shown in Fig. 12(b). 

4.2. Experimental results 

4.2.1. Movement time & Throughput 

The evaluated MT is shown in Fig. 13, and the mean, 

standard deviation, and normality test (Shapiro Wilk test) 

results for each task are listed in Table 1. Since none of the 

pointing methods satisfied normality (p<0.05), the non-

parametric Wilcoxon Signed-Rank test was used for the 

analysis. 

In the one-direction task, HP took significantly longer than 

GG (difference(△)=6.481 s, W=5.0, p=1.907e-5) and HG 

(△=6.701 s, W=3.0, p=9.537e-6), and there was no 

significant difference with VP (W=91.0, p=0.622). In the 

multi-direction task, HP took significantly longer than GG 

(△=7.176 s, W=0.0, p=1.907e-6) and HG (△=5.232 s, 

W=24.0, p=0.001), but significantly faster than VP (△=-

15.479 s, W=18.0, p=4.826e-6). 

 
 

(a) (b) 

Fig. 12.  Questionnaires used in experiment: (a) DAQ; (b) SAQ. 
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Fig. 13.  Mean MT for all methods. Error bars indicate 

STD. *, **, and *** represent that p-value is less than 

0.05, 0.01, and 0.001, respectively. 

Table 1.  Mean, STD, and normality results for MT. 

Task Method M (s) STD (s) 
Shapiro Wilk 

statistics p 

One 

GG 3.393 1.929 0.633 6.557e-6 

HG 3.173 1.458 0.801 8.899e-4 

VP 11.228 6.459 0.813 0.001 

HP 9.874 4.631 0.775 3.778e-4 

Multi 

GG 4.257 1.704 0.771 3.308e-4 

HG 6.201 2.954 0.815 0.001 

VP 26.912 16.040 0.772 3.365e-4 

HP 11.432 6.666 0.696 3.514e-5 

 

The evaluated TP is shown in Fig. 14, and the mean, 

standard deviation, and normality test results for each task 

are listed in Table 2. All pointing methods satisfied 

normality (p>0.05), so a paired t-test was used for the 

analysis. 

In the one-direction task, HP was significantly lower than 

GG (△=-0.776 bps (bits per second), t=10.612, p=2.004e-9) 

and HG (△=-0.824 bps, t=9.978, p=5.450e-9), and there 

was no significant difference with VP (t=0.850, p=0.406). 

In the multi-direction task, HP was significantly lower than 

GG (△=-0.680 bps, t=9.992, p=5.328e-9) and HG (△=-

0.477 bps, t=7.842, p=2.253e-7), but significantly higher 

than VP (△=0.196 bps, t=-5.242, p=4.639e-5). 

 

Fig. 14.  Mean TP for all methods. Error bars indicate 

STD. *, **, and *** represent that p-value is less than 

0.05, 0.01, and 0.001, respectively. 

Table 2.  Mean, STD, and normality results for TP. 

Task Method M (bps) 
STD 

(bps) 

Shapiro Wilk 

statistics p 

One 

GG 1.163 0.272 0.960 0.536 

HG 1.211 0.353 0.976 0.879 

VP 0.422 0.135 0.977 0.884 

HP 0.387 0.104 0.909 0.061 

Multi 

GG 1.151 0.286 0.980 0.930 

HG 0.948 0.223 0.951 0.377 

VP 0.275 0.090 0.973 0.812 

HP 0.471 0.136 0.953 0.422 

4.2.2. DAQ & SAQ 

The four pointing methods across all the questions in the 

DAQ are shown in Fig. 15. As normality was not satisfied 

for all questions except HP in Q1 (p=0.053), HP in Q6 

(p=0.078), and VP in Q8 (p=0.011), a non-parametric test 

was used for the analysis. The results of the comparison 

between HP and the other three pointing methods using the 

Wilcoxon Signed Rank test for each question are listed in 

Table 3. 

Overall, it was confirmed that HP was more difficult to use 

than GG and HG but easier to use than VP (Q12, Q13). It 

was also confirmed that using a virtual pad, such as HP and 

VP, required more physical and mental effort than GG and 

HG, but it was perceived as more accurate and faster (Q3–

Q6). In addition, HP caused less physical fatigue than GG 

and HG (Q7–Q11). Although VP caused less fatigue than 

HP across various fatigue aspects, most differences were not 

statistically significant. 

 

Fig. 15.  Mean scores for the four pointing methods 

according to the DAQ (sorted left to right in descending 

order). 
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Table 3.  Comparison of HP and Other three Pointing 

Methods in DAQ (blank values are not significant by 

p>0.05). 

Question 
GG HG VP 

△ p △ p △ p 

Q1 2.20 0.000 1.45 0.000 -0.45 0.048 

Q2 -1.70 0.002 -1.30 0.003  0.922 

Q3 2.10 0.000 1.70 0.000 -0.85 0.005 

Q4 2.10 0.000 1.70 0.001 0.70 0.007 

Q5 1.85 0.001 1.50 0.004 0.85 0.012 

Q6 1.60 0.003 1.05 0.022  0.123 

Q7 1.80 0.001 1.05 0.023 -0.40 0.035 

Q8 1.65 0.001 1.10 0.014  0.589 

Q9 2.05 0.000 1.25 0.006  0.100 

Q10 1.70 0.001 0.95 0.020 -0.75 0.011 

Q11 0.55 0.029 0.85 0.004  0.084 

Q12 -1.80 0.000 -1.55 0.001 0.80 0.002 

Q13 -1.80 0.000 -1.55 0.001 0.55 0.018 

 

In the SAQ, a Friedman test was used to determine whether 

there was a preference order difference between the pointing 

methods (scored 1 for most preferred and 4 for least 

preferred). Significant differences in preference were 

confirmed for all questions (𝑝𝑄1
=1.072e-9, 𝑝𝑄2

=3.038e-7, 

𝑝𝑄3
=0.004, 𝑝𝑄4

=0.008, and 𝑝𝑄5
=0.019). The percentages of 

the preferred methods for each question are shown in Fig. 

16. 

In a comfortable environment, GG and HG were generally 

preferred (Q1, Q2), but even in a comfortable environment, 

HP was preferred over HG when another user was pointing 

(Q3). In a public environment, it was confirmed that the 

proposed HP was the most preferred (Q4, Q5). 

 

Fig. 16.  The most preferred or comfortable method for 

each question in the SAQ. 

 

5. Conclusion 

This paper proposed a pointing method that used a small 

range of mid-air gestures. The proposed method virtually 

implemented a touch pad, a typical pointing device, and 

augmented it on the palmar surface of one hand. Pointing 

was performed with the other hand, and tap and slide events 

were handled through interactions with the virtual pad. The 

performance of the proposed method was evaluated using 

one- and multi-direction tasks of ISO 9241-9 and was 

compared with three conventional pointing methods (GG, 

HG, and VP). The analysis results confirmed that the 

proposed method performed better than VP but had lower 

performance than GG and HG. This may be attributed to the 

use of GG and HG in many studies and commercialized XR 

HMDs. However, the DAQ analysis results indicated that 

the proposed method was perceived to provide more 

accurate pointing and faster operation speed, and less 

fatigue than GG and HG. This means that the proposed 

method may reduce fatigue and be advantageous in complex 

manipulation scenarios. Moreover, in a public environment, 

the proposed method was confirmed to be the most 

preferred. Furthermore, considering the analysis results of 

SAQ, it suggests that the method proposed in this paper 

could contribute to the popularization of XR HMDs. This 

contribution means that it overcomes the major challenges 

of XR HMDs, such as privacy violations, and provides new 

usage possibilities. 
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