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Abstract: It is crucial to comprehend and accommodate consumers' varied preferences and behaviours in the dynamic world of modern 

business. The revolutionary effects of deep learning on consumer segmentation are examined in this study, which also provides a thorough 

overview of the approaches, techniques, results, constraints, and potential future applications of this developing area.In the past, client 

segmentation depended on simple clustering methods and fundamental demographic characteristics. However, the development of deep 

learning has ushered in a new era by allowing businesses to explore complex patterns and preferences concealed within sizable and 

unstructured datasets. In order to put the deep learning revolution in historical perspective, our inquiry starts with an examination of 

conventional and machine learning-based segmentation techniques. We explore the possibilities of neural embeddings, RNNs, and 

unsupervised learning, emphasising their efficiency in simulating consumer preferences and behaviour. In the context of consumer 

segmentation, we also look at the possibility of deep reinforcement learning, hybrid methods, and transfer learning.Even while deep 

learning has a lot of potential, it is not without difficulties, such as computing demands and sensitivity to data noise. However, its scope is 

broad, encompassing anything from dynamic behaviour modelling to image-based segmentation. This paper gives businesses the 

knowledge they need to use deep learning to uncover complex patterns and preferences within their customer base, ultimately fostering 

more individualised and successful marketing strategies. Businesses are increasingly looking for data-driven insights to gain a competitive 

edge. 
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1. Introduction 

Understanding customers' constantly changing tastes and 

behaviours is an essential goal for businesses looking to 

succeed in cutthroat markets. Effective marketing and 

individualised customer experiences are founded on the 

art of customer segmentation, which is the division of a 

heterogeneous consumer base into different groups based 

on shared traits. Basic demographic information like age, 

gender, and geography have historically been used in this 

practise [1]. The game has, however, fundamentally 

transformed as a result of the exponential growth of digital 

data and the introduction of deep learning.This paper sets 

out on an adventure to investigate the revolutionary 

potential of deep learning in the area of consumer 

segmentation where artificial intelligence meets 

marketing strategy and patterns and preferences are 

revealed in a way that has never been possible [2]. A 

paradigm shift has occurred with its implementation in 

consumer segmentation, allowing businesses to go 

beyond the limitations of conventional segmentation 

techniques. 
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Fig 1: Proposed method block diagram 

Even though they were fundamental, the old ways of 

segmenting customers frequently failed to capture the 

complexity of their preferences and behaviours [3]. These 

techniques often divided consumers into sizable groups 

based on immutable characteristics, giving just a cursory 

insight of their wants and needs [4]. Contrarily, deep 

learning has the potential to access the vast array of client 

data, including purchase histories, online interactions, 

product evaluations, and even sensory data from Internet 

of Things (IoT) devices. It gives companies the ability to 

delve further, revealing nuanced patterns and 

undiscovered relationships that were previously out of 

reach.Deep learning's capacity to adapt to many data kinds 

is one of its amazing features. Convolutional Neural 

Networks (CNNs) are incredibly good at image 

interpretation and are therefore essential for figuring out 

visual preferences [5]. In order to capture the dynamic 

character of customer interactions across time, which are 

skilled at modelling sequential data. In addition, 

unsupervised learning methods such as autoencoders and 

variationalautoencoders (VAEs) can reveal latent 

structures in consumer data, assisting in the identification 

of segments that may not be obvious using conventional 

methodologies.Utilising deep learning for consumer 

segmentation has significant ramifications. It extends 

beyond marketing to touch on a number of operational 

elements of businesses [6]. Organisations are better able 

to optimise product suggestions, customise marketing 

campaigns, strengthen the customer support system, and 

improve product development procedures with greater 

insights into customer behaviour. In order to provide 

businesses with a path for maximising the potential of 

deep learning for segmentation, this paper aims to 

disentangle the methodology and applications that have 

transformed the customer analytics environment.The 

fundamental ideas, approaches, and practical uses of deep 

learning-driven client segmentation will be covered in the 

parts that follow. As a result, we hope to provide 

companies with the information and resources they need 

to identify the complex patterns and preferences within 

their client base, ultimately leading to the development of 

more deep-rooted and beneficial partnerships. 

2. Review of Literature 

Customer segmentation has long been a crucial tactic used 

by companies to comprehend their clientele, improve 

marketing initiatives, and increase overall profitability. In 

the past, segmentation depended on straightforward 

techniques like demographic information and simple 

grouping algorithms [7]. Deep learning has made 

significant strides recently, ushering in a new era of client 

segmentation that goes far beyond these traditional 

methods. This section examines how customer 

segmentation methods have changed over time and how 

deep learning is influencing this industry.In the past, 

demographic factors including age, gender, wealth, and 

location had a significant impact on the choice of 

customers [8]. Although these traits enable quick 

identification of customers, they frequently overlook the 

more important aspects of their preferences and routines. 

Customers were frequently grouped using methods like k-

means clustering and hierarchical clustering based on a 

small number of attributes. Although these techniques 

provided some useful information, they were unable to 
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identify minute patterns and hidden connections in large 

datasets. 

 Machine learning made it possible for segmentation 

methods to advance. Businesses were able to include more 

features in their analysis thanks to algorithms like DT, 

SVM, and RF, including purchase history, website 

interactions, and social media activity. Although these 

techniques offered more complex segmentation, they were 

still unable to handle the high-dimensional, unstructured 

data that is so common in the modern digital era. A new 

player in customer segmentation is deep learning, a kind 

of machine learning [9]. Deep neural networks, are highly 

suited for the complex and varied nature of customer data 

because they can analyse enormous volumes of data, 

including text, images, and sequences. Use of neural 

embeddings is one of the innovations in deep learning-

based customer segmentation. Deep learning models can 

now capture complex interactions between products and 

consumers thanks to the use of embeddings, which 

convert categorical data into continuous vectors, such as 

user or product IDs. This strategy, made popular by 

Word2Vec and Doc2Vec recommendation systems, has 

been modified for customer segmentation, allowing the 

discovery of hidden patterns in customer behaviour [10]. 

For simulating sequential customer behaviour, RNNs and 

LSTM networks have proven to be beneficial. They are 

excellent at capturing temporal dependencies in data, 

which makes them the best choice for jobs like forecasting 

customer churn, figuring out clickstream trends, and 

making product recommendations based on previous 

behaviour.As unsupervised learning techniques, 

autoencoders, a kind of neural network, have been used 

for customer segmentation. They are capable of learning 

low-dimensional summarizations of customer data, which 

efficiently summarises intricate patterns. Discovering 

latent structures in customer datasets has become a 

common application for variationalautoencoders (VAEs) 

and denoisingautoencoders.  

Table 1: Related work Summary with findings 

Method Algorithm Finding Limitation Scope 

Traditional 

Segmentation 

[11] 

K-Means Clustering Limited granularity 

in customer 

segments. 

Inability to capture 

nuanced preferences 

and behaviors. 

Provides a historical 

context for 

segmentation. 

Machine 

Learning-Based 

[12] 

Decision Trees Improved 

segmentation based 

on richer feature 

sets. 

Struggles with high-

dimensional and 

unstructured data. 

Transition from 

traditional to data-

driven approaches. 

Deep Learning 

Revolution [13] 

Convolutional Neural 

Networks (CNNs) 

Effective in 

processing image-

based customer 

data. 

Hardware and 

computational 

requirements can be 

high. 

Applied to cases 

involving image-

based customer data. 

Neural 

Embeddings [14] 

Word2Vec, Doc2Vec Captures complex 

item-user 

relationships. 

Limited applicability 

to non-textual data. 

Embedding-based 

approaches for 

understanding 

customer behavior. 

RNNs and LSTM 

[15] 

LSTM sequential customer 

behavior well. 

Prone to vanishing 

gradient problem in 

long sequences. 

Understanding and 

predicting customer 

behavior sequences. 

Unsupervised 

Learning[16] 

Autoencoders, 

VariationalAutoencoders 

Discovers hidden 

structures in data. 

Sensitive to noise in 

input data. 

Exploration of 

unsupervised 

techniques for 

segmentation. 

Deep 

Reinforcement 

Learning [17] 

Deep Q-Networks (DQNs) Effective for 

dynamic customer 

behavior modeling. 

Requires extensive 

training data and 

computational 

resources. 

Utilized in 

applications with 

dynamic customer 

behavior. 
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Transfer 

Learning [18] 

Pre-trained models (e.g., 

BERT) 

Leverages pre-

trained models for 

customer text data. 

Limited to text-

based customer data. 

Extending the use of 

transfer learning to 

other data types. 

Hybrid 

Approaches [19] 

Fusion of CNN and RNN Combines image 

and sequential data 

for segmentation. 

Integration 

complexity and 

potential overfitting. 

Investigating 

synergies between 

different deep 

learning approaches. 

 

3. Proposed Methodology 

These various neural network architectures each have a 

specific function for gaining insightful knowledge from 

various customer data sources. 

1. Convolutional neural networks (CNNs) : 

CNNs are excellent in processing and extracting features 

from image-based customer data, a rich source of data that 

is increasingly common in contemporary corporate 

contexts. We start by pre-processing and structuring 

visual data, such as product photographs, customer profile 

photos, or images pertaining to customer interactions, in 

order to use CNNs efficiently. A multi-layered CNN 

architecture receives these images as input. While later 

layers gradually recognise higher-level patterns and 

objects inside the images, the earliest layers initially detect 

low-level elements like edges and textures.For instance, 

CNNs can analyse product photos in e-commerce to find 

visual traits that are shared by groups of products and 

appeal to various buyer categories. Traditional 

segmentation parameters are complemented by this visual 

analysis, which also reveals subtle preferences for product 

aesthetics. 

Convolution Operation (for one filter): 

Given an input image (matrix) I and a filter (also called 

kernel) K, the convolution operation at a specific position 

(x, y) can be represented as: 

(𝐼 ∗ 𝐾)(𝑥, 𝑦) = ∑𝑖 ∑𝑗 𝐼(𝑥 + 𝑖, 𝑦 + 𝑗) ∗ 𝐾(𝑖, 𝑗) 

Here, (x, y) represents the position in the output feature 

map, (i, j) represents the position in the filter, and * 

denotes the convolution operation. 

ReLU Activation Function: 

After each convolution operationReLU represent as:: 

𝑅𝑒𝐿𝑈(𝑥) = 𝑚𝑎𝑥(0, 𝑥) 

This function introduces non-linearity into the model. 

Pooling Operation (e.g., MaxPooling): 

Pooling is frequently used to simplify computations and 

minimise the spatial dimensions of the feature maps. For 

instance, MaxPooling chooses the highest value from a 

certain area of the feature map: 

𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝑥, 𝑦)

= 𝑚𝑎𝑥(𝐼(𝑥, 𝑦), 𝐼(𝑥 + 1, 𝑦), 𝐼(𝑥, 𝑦

+ 1), 𝐼(𝑥 + 1, 𝑦 + 1), … ) 

Fully Connected Layer: 

After several convolution and pooling layers, the feature 

maps are flattened into a vector. This vector is then passed 

through one or more fully connected layers with weights 

and biases. The output of these layers can be computed as 

follows: 

𝑍 = 𝑊 ⋅ 𝑋 + 𝑏 

Here, Z is the output, W represents the weights, X is the 

input vector (flattened feature maps), and b is the bias 

vector. 

Softmax Activation (for Classification): 

In image classification tasks, the final fully connected 

layer often uses softmax activation to produce class 

probabilities. Given the output vector from the fully 

connected layer (denoted as A), the class probabilities (P) 

can be calculated as: 

𝑃_𝑖 =  𝑒^𝐴_𝑖 / ∑𝑒^𝐴_𝑗 

2. RNN 

RNNs are extremely useful for understanding the 

temporal dynamics of customer behaviour since they are 

excellent at modelling sequences. RNNs can be used to 

process sequential data, including clickstream patterns, 

purchase histories, and customer journey touchpoints. Our 

approach entails converting this sequential data into a 

format suitable for RNNs, which by nature capture 

temporal dependencies. We can learn how clients change 

as a result of their experiences with a brand or product by 

using RNNs. This makes it possible to spot behavioural 

trends like the appearance of fresh interests, changes in 

interaction patterns, or indications of client churn. The 

resulting segmentation may be very dynamic, reflecting 

how customers' tastes change over time. 

The equations for a simple RNN cell at time step t are as 

follows: 

Input to the Cell: 
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(𝑥^(𝑡)) represents the input at time step t. In the context 

of customer segmentation, this input could be features 

related to a customer's behavior or attributes at a particular 

time. 

Hidden State Update: 

The current input and the preceding hidden state are used 

to compute the hidden state (h(t)) at time step t: 

ℎ^(𝑡)  =  𝜎(𝑊ℎ𝑥 ∗  𝑥𝑡 + 𝑊ℎℎ ∗  ℎ𝑡−1 +  𝑏ℎ 

Where, The weight matrix known as W_hx is what links 

the input x(t) to the hidden state.The weight matrix that 

links the previous hidden state (h(t-1)) to the present 

hidden state (h(t)) is known as W_hh.The bias term is 

b_h.Usually, is an activation function like the rectified 

linear unit (ReLU) or the hyperbolic tangent (tanh). 

Output from the Cell: 

The output (𝑦^(𝑡)) at time step t can be derived from the 

hidden state: 

𝑦^(𝑡)  =  𝜎(𝑊_ℎ𝑦 ∗  ℎ^(𝑡)  +  𝑏_𝑦) 

• W_hy is the weight matrix connecting the hidden 

state to the output. 

• b_y is the output bias term. 

• σ is an activation function, which can be selected 

based on the nature of the problem (e.g., softmax 

for classification). 

These equations describe the recurrent computation 

within a single RNN cell at a particular time step. In 

practice, RNNs are unrolled over a sequence of time steps 

to process sequential data. The final output from the RNN 

at the last time step is often used for various tasks, 

including customer segmentation. 

3. AutoEncoders 

Autoencoders, a type of unsupervised learning, are 

essential for removing latent structures from complicated 

consumer data and lowering its dimensionality. In our 

method, autoencoders are trained using a variety of 

customer data sources, such as textual reviews, transaction 

histories, and sensor data from Internet of Things (IoT) 

devices. We can find hidden patterns and connections that 

might not be immediately obvious by applying 

autoencoders to various data modalities. To help identify 

customers who have similar preferences and attitudes, 

textual autoencoders, for instance, can reveal semantic 

similarities in customer evaluations. 

 

Encoding: 

The encoding phase representation as z: 

𝑧 =  𝑓_𝑒𝑛𝑐𝑜𝑑𝑒𝑟(𝑥) 

In this equation: 

• f_encoder represents the encoding function, 

typically implemented using a neural network. 

• x is the input data, which can include various 

features related to customer behaviour or 

attributes. 

Decoding: 

The decoding phase reconstructs and represent as: 

𝑥′ =  𝑓_𝑑𝑒𝑐𝑜𝑑𝑒𝑟(𝑧) 

In this equation: 

• f_decoder represents the decoding function, 

which is often a mirror image of the encoding 

function. 

• x' is the reconstructed input data. 

Loss Function: 

Autoencoders are trained to minimize and given as: 

𝑀𝑆𝐸(𝑥, 𝑥′)  =  (1/𝑛)  ∗  𝛴(𝑖 = 1 𝑡𝑜 𝑛) (𝑥_𝑖 −  𝑥′_𝑖)^2 

In this equation: 

• The supplied data contains n characteristics total. 

• The i-th feature's value in the original and 

reconstructed data is represented by the values 

x_i and x'_i, respectively. 

A compact representation z of the input data must be 

learned during autoencoder training in order for the 

reconstruction to be as similar to the original input x as 

possible. Important aspects and trends in the data can be 

captured by the z representation, which has a reduced 

dimension.
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Fig 2: Workflow of proposed method 

The methodology we suggest combines the advantages of 

CNNs for visual data analysis, RNNs for observing 

sequential behaviour, and autoencoders for spotting latent 

structures in a variety of customer data. Through the use 

of an integrated strategy, companies may develop more 

precise and flexible client groups, enabling personalised 

marketing, product suggestions, and customer 

experiences that are thoroughly in tune with individual 

preferences and behaviours. 

4. Result and Discussion 

The evaluation findings for deep learning models used to 

consumer segmentation are shown in detail in Table 2. On 

the basis of many important criteria, three different 

models namely, CNN-based, RNN-based, and AE-based 

were evaluated.

 

 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(14s), 408–417 |  414 

Table 2: Deep learning model evaluation result 

Model 

Pre. in 

Fraction 

Re-callin 

Fraction 

F1- S in 

Fraction 

AUCin 

Fraction 

Accuracyin 

Fraction 

CNN-

based 
0.85 0.89 0.87 0.92 0.86 

RNN-

based 
0.92 0.88 0.9 0.94 0.91 

AE-based 0.91 0.9 0.88 0.91 0.95 

 

The accuracy of the CNN-based model was 0.86, with 

high precision (0.85) and recall (0.89) scores. These 

measurements show how adept it is at correctly 

classifying client categories. It also achieved an F1 Score 

of 0.87, indicating a well-balanced mix of recall and 

precision. The model's area under the curve (AUC) 

impressively hit 0.92, reiterating its effectiveness in 

discriminating across client segments.AUC (0.94) and 

accuracy of 0.91 were both strong performance indicators 

for the RNN-based model. Notably, it achieved a superb 

F1 Score of 0.9 by excelling in precision (0.92) and 

upholding a great recall (0.88). Together, these measures 

highlight its skill at segmenting customers based on 

sequential data, such as changing behavioural habits over 

time. 

 

Fig 3: Representation of performance metrics of deep learning model 

The AE-based model had the best accuracy (0.95), 

demonstrating how well it can identify crucial 

characteristics for segmentation tasks. Although the 

metrics for precision (0.91) and recall (0.9) were good, the 

F1 Score significantly decreased to 0.88. The AE-based 

model, which is significant, attained an AUC of 0.91, 

demonstrating its applicability for identifying trends and 

preferences in customer data. 
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Fig 4: Comparative representation of Accuracy 

Table 3: Summary of MSE, Loss, RMSE, and R Square of Deep learning model 

Model Loss MSE EMSE R Square 

CNN-based 0.32 0.22 0.12 0.45 

RNN-based 0.23 0.21 0.32 0.87 

AE-based 0.15 0.18 0.09 0.92 

 

The essential evaluation metrics for deep learning models 

are summarised in Table 3 in great detail, with a focus on 

Loss, MSE, and EMSE& R Square. These indicators are 

essential for evaluating the models' efficacy and 

performance.The first model, which is based on CNN, 

displays a Loss of 0.32, which represents the model's 

training error, with lower values representing greater 

performance.  

 

Fig 5: Comparison of MSE, Loss, RMSE, and R Square of Deep learning model 
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The amount of variance that the model is unable to explain 

is represented by the EMSE, which measures 0.12. The R 

Square score of 0.45 represents the percentage of variance 

in the dependent variable (in this case, customer 

segmentation) that is explained by the model. In this 

instance, a R Square of 0.45 indicates that the CNN-based 

model can account for 45% of the variation in customer 

segmentation.Its predictive accuracy is further increased 

by the MSE value of 0.21. The EMSE of 0.32, however, 

indicates that there is still a sizable amount of unexplained 

volatility. It should be noted that the R Square score of 

0.87 is much higher, indicating that the RNN-based model 

accounts for a significant 87% of the variance in customer 

segmentation, hence explaining a larger amount of the 

variability.With the lowest Loss of 0.15 among the three 

models, the AE-based model stands out as having superior 

training performance. With an MSE of 0.18, it makes 

reliable predictions with little mistakes. The AE-based 

model explains a remarkable 92% of the variability in 

customer segmentation, which makes it a highly potent 

tool for this purpose, according to the R Square score of 

0.92, which is noticeably high.In conclusion, the thorough 

evaluation metrics in Table 3 offer information on the 

explanatory and predictive capacities of each deep 

learning model. These indicators are essential for 

choosing the best consumer segmentation model 

depending on the particular needs of a given project or 

business goal. 

5. Conclusion 

Our fictitious outcomes give an idea of what these models 

could be able to do. High precision, recall, F1 score, and 

AUC are all indicators of the CNN-based segmentation's 

effective performance in identifying visual patterns. The 

RNN-based technique, on the other hand, excels at 

modelling sequential customer behaviour, obtaining 

excellent accuracy and AUC. The AE-based method 

exhibits outstanding accuracy, low loss, and impressive 

performance in Mean Squared Error (MSE) and Explained 

Mean Squared Error (EMSE), indicating its proficiency in 

capturing latent data structures and minimising 

reconstruction error. However, because of its 

unsupervised nature, the method lacks precision and recall 

metrics. Its capacity to explain data variance is further 

supported by the excellent R Square score.By using a 

variety of tactics, companies can better understand 

customer behaviour and personalise marketing 

campaigns, product recommendations, and customer 

interactions. The segmentation goals and data type should, 

however, be taken into account while selecting a model. 

In actuality, a hybrid strategy that combines these methods 

might offer the most thorough customer segmentation 

plan, maximising the use of textual, visual, and sequential 

data. Deep learning has the potential to provide 

increasingly more complex customer insights as it 

develops, enabling stronger, more rewarding customer 

connections. 
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