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Abstract: Today’s era of the internet and digitalization requires information of various forms. Information in any configuration is 

predominant in performing various tasks like management and retrieval. Static information is mostly present in documents and to perform 

retrieval, browsing, and managing this kind of information, we have many strategies available in classical form. Many classical forms can 

also be categorized from high level to low level. To some extent, the realm of Quantum Computing is also employed for the task and many 

contemporary researchers state efficient algorithms for the task. Relevant information per the user’s need is the most prominent goal of an 

Information System. Documents play an important role in information in this regard as well as keeping uncertainty on the relevancy of 

correct information as per the requirement. Documents are representations of all kinds of information related to numerous fields like 

academia, media, law, engineering, geography, and many more. A huge collection of information representation is scattered everywhere 

throughout the logical world of the internet. The collection is a blender of all types of documents from different fields and semantics. 

Searching and sorting complete relevant documents from this gigantic blender according to information need is an onerous task to an 

extent. Grouping the same information in clusters brings a change to the relevancy rate of the required information. Quantum mechanics 

track towards Quantum information processing provides a realm for clustering of information in the form of acquaintances. Using quantum 

computation in the realm of quantum mechanics, an algorithm is proposed for the task which will lead to the grouping of information by 

considering the microscopic properties of each and every acquaintance. 
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1. Introduction 

Information representation and storage is the predominant 

aspect of the Information Retrieval (IR) process. 

Information Retrieval (IR) systems enfold the 

accessibility and organization of information as per user 

requirement. Information in any form has to be retrieved 

by a retrieval system as per the user’s needs, escalating the 

importance of the system [1]. Information processing (IP) 

is the mechanism to perform retrieval of data which are 

the requirements of users in different modes and fields. As 

per [2] for retrieval of information, numerous models are 

developed, and those are analytically presenting their 

retrieval results by performing processing in the 

traditional manner in all arenas with the help of various 

corresponding models. 

IP can be carried out classically by representing the 

information in the form of general computational bits 0 

and 1 [3]. Classical processing is inadequate to represent 

the information in other forms acceptable to systems like 

quantum systems. In quantum systems, information can be 

present in any state: the polarized state of photons, the 

electronic state of an atom, the spin state of an atomic 

nucleus, or the electrodynamical state of superconducting 

circuits [4]. To carry out IP in quantum systems 

information can be present in any of the states according 

to their requirements for processing [5]. Processing can be 

carried out by representing the information in quantum 

bits 0 and 1 at the same time. Quantum systems can 

collaborate with different states at a time by the principle 

of superposition once information is represented in qubits 

[6]. 

1.1 Quantum Information Processing 

Quantum Information Processing furnishes an entirely 

new prototype for computations and communications. 

This processing system always tends to make intelligible 

how quantum physics law tackles to upgrade accession, 

transmission, retrieval, and processing of information [7]. 

Information processing in the realm of quantum 

developed within years to be functional in many 

hypotheses. Different learnings are also deployed in the 

quantum realm to carry out many methods like 

classifications and clustering for better processing of 

information [8]. As per quantum mechanics measuring a 

microscopic scale of particles that can be representable in 

qubits is possible and in the term of information, different 

properties are used as the particles in the field of quantum 

mechanics [9]. Quantum information processing is 

certainly focused on the domain of fundamental research 

with its particular objectives and applications in 

computation, correlation, and data handling in the entirety 
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of its angles [6]. Quantum systems work on the basis of 

two concepts whenever it has to represent qubits in 

different forms [10]. Superposition and Entanglement are 

two concepts of quantum-based systems that have a major 

impact on representation [10].  

The superposition theorem can encode different forms of 

information through parallel computation. Quantum 

superposition is a key notion in quantum mechanics that 

defines a situation in which a quantum system exists 

concurrently in several, different states. It is frequently 

stated mathematically using the linear combination 

concept. Quantum laws allow the information to 

recombine in certain ways through superposition [11]. 

The identical task carried out in classical computers needs 

parallel processors which demands more memory and 

computation time [12]. 

Entanglement is another concept of quantum computers 

through which qubits can be entangled. Information in the 

form of qubits can communicate using this concept if in 

non-local states and their correlation is maintained [13]. 

The concept of entanglement is not approachable in 

classical methodology. Quantum information processing 

extracts the concept of superposition and entanglement in 

many ways like retrieval, browsing, relevance checking, 

ranking principles, etc. [14]. 

Quantization of Information is carried out from qubits and 

stretched to entanglement and superposition [14]. The 

basic concept of Quantization is followed by a qubit which 

is a quantum analog of classical computing. The detail 

dealing with qubits is that they can exist in superposition 

states which clarifies that an electron can be on different 

orbits even if it is of the same atom [15]. A qubit can be 

described as in Equation 1. 

|𝜓 > =  𝛼|1 >  +𝛽|0 > (1) 

in which 0,1 are amplitudes of classical states with 

complex numbers that are α and β which can be a 

normalization condition whenever |α|^2+|β|^2=1 [16]. As 

stated by Dirac notation measurements of state |ψ> is 

irreversible as it collapsed previous values observed for 

|0>and |1> and loss of all memory for former α and β [17]. 

The superposition theorem is applied to store information 

in the form of qubits such that qubits can be replaceable 

with new information whenever required [18]. 

Nowadays, the existence of Information in the world is at 

the rate of infinity. One single area or field of knowledge 

can have a lot of information in correspondence to a topic 

from the area [19]. Information about a single topic may 

have various forms, structures, representations, 

accessibility issues, sources, etc. concerning the 

requirement of the user [19]. Information retrieval is the 

study to perform these requirements of users as per their 

needs. There are plenty of information retrieval systems, 

performing classical functionality to carry out the retrieval 

of information in the best possible way [20]. 

To retrieve the most relevant information from all its 

existing classical retrieval systems there are many 

principles that are overcoming the lack of one another 

[21]. Researchers provide systems in terms of the most 

efficient and proficient for relevant information in the 

aspect of classical computation like the Boolean model 

[22], vector space model [23], probabilistic model [24], 

Binary independence model (BIM), BM25 [25] and many 

more. Classically supervised learning methodologies are 

also applied for retrieving information as per user-to-user 

needs [26]. Algorithms like K-nearest neighbor, Cosine 

similarities, and Divisive coefficient are deployed with the 

Probability ranking principle in the Binary independence 

model for retrieving documents that are relevant to the 

user’s query [27]. 

Retrieving information in digital form elevates 

consequences in relevancy ratio to its extent and in this 

manner, quantum information processing proposed many 

methodologies which are scattered in different forms [28]. 

Quantum mechanics can compute the microscopic state of 

a particle and as per this concept, information as a particle 

can be retrieved to the extent of its existence in any part 

and any form. 

Applying these concepts, quantum information processing 

brings Quantum computation with unsupervised learning 

methodologies and introduces the quantum clustering 

method for better re-organization of microscopic particles. 

The concept of unsupervised learning gives the ability of 

functionality for the representation of data in one group 

naturally [29]. Forming of groups based on the hidden 

pattern or properties of data are clustered. Problems of 

identification of natural clusters present in data, 

dimensionality reduction representation of data, and 

density estimation in data is a typical tasks for 

unsupervised learning functions in traditional 

computation [30]. Clustering is a process of dividing data 

sets into groups based on some specific properties which 

keep similar data points in one cluster and dissimilar data 

points in a different cluster. Quantum information 

processing is merged with unsupervised learning in the 

verse of machine learning to develop clustering 

algorithms in different arenas to cluster information as per 

the desired fields [31]. 

As in [32], Information retrieval systems can perform 

efficient retrieval concerning relevancy from groups of the 

same information sources rather than spread sources in 

various forms from different areas and fields. In this 

regard, various classical clustering methodology for 

information retrieval systems are developed that leads to 

the manifold of research on clustering for information 

retrieval and concluded with different clustering 
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algorithms viz. k-means algorithm [33], hierarchical 

clustering algorithm [34] of many forms. In [33] K-means 

algorithm is used in a classical way to convey the accuracy 

of clustering for information retrieval using a locally 

consistent factorization method.  The accuracy of 

clustering for information in bit representation left behind 

many topics in the distribution of documents untouched 

for the clusters due to micro-level properties and behavior 

of documents as stated in [35]. 

Quantum information processing leads to a new era of 

retrieval and different processing idea for many aspects, 

where clustering can be modified through the quantization 

of information [36]. Quantum methodology accept 

information in qubits which is the smallest representation. 

Quantum methodology can improve the Clusterization of 

information as in the nanosomic state all sources of 

information (documents) are distributed in limited space 

for selection to form clusters that will bring a complete 

change in accuracy. Information transformation in the 

form of qubits is a major task to carry out to apply 

quantum mechanics and the type of information is also 

taking care of the task [37]. 

Clusterization in the proposed algorithm is carried out 

through initialization of the Schrödinger equation and the 

finalization of results undergoes similarity measurement, 

dimensionality reductions, semantic indexing in quantum 

technique, and coefficient variations in the common 

quantum realm which have a good impact on the accuracy 

of clusters for retrieval and ranking. All steps and states 

are mentioned in later sections with detailed methodology. 

The clusters of sources (documents) for retrieving 

information further can be used to develop ranking 

methodology through feature selection and 

incompatibility checks. The complete implementation of 

the methodology will bring a package of novel algorithms 

encapsulated with quantum computing and various 

quantum-allied techniques for information retrieval and 

ranking. The algorithm with all steps from classical 

aspects to quantum proposed algorithm with results, 

comparison, and discussion is stated in detail in all the 

later sections of the paper. 

2. Classical Clustering Method   

Information industries are facing challenges of efficient 

and effective organization of data, as most of the data is 

translated into an electronic configuration which increases 

the volume of information repositories [38]. Different 

repositories, databases, and information sources are major 

areas to perform the concept of Information retrieval, 

transaction management, and data analysis. 

Information in any form is important to all industries and 

persons who are dealing with the field of information 

retrieval, natural language processing, information 

security, and storage [39]. All these aspects require a 

tremendous amount of processed information in various 

forms to carry out different assignments related to studies, 

and businesses and to develop an efficient information 

retrieval system. Information clustering is a subset of data 

clustering, a technique of data mining that is a process to 

extract useful information from data as per the described 

properties. Information present in any document is static 

in nature and as per today’s trending volume of 

information in documented form is growing tremendously 

[40-43]. 

Clustering is an unsupervised learning technique. Clusters 

are a group of objects that shares at least one common 

property among all present in the same group. The process 

that can form such groups is clustering which can produce 

either overlapping or disjoint partitions of all objects [44]. 

Static form of information is always present in documents. 

Documents are the biggest sources of information from 

various fields, concepts, and directories which can be 

from all corners of the universe and present in one 

platform i.e., the web [45]. Classification of all documents 

to their corresponding fields is carried out differently till 

now to mention their definite classes of belongings [46]. 

Document clustering is a major challenge in the present 

scenario. Apart from natural language processing, and 

information storage; retrieval is the most challenging task 

to fulfill a user’s requirement of information [47]. 

Classification is not an up-to-the-mark process for 

accurate results of retrieval, considering documents for 

classification where classes or properties are known 

priori; as this can lead a document to be present in a wrong 

class if definite properties are not highlighted [48]. 

Clustering has two different types: a) Hard Clustering 

(Disjoint) where each document is assigned to exactly one 

cluster and b) Soft Clustering (Overlap) where documents 

are allowed to be present in multiple clusters [49]. 

The clustering in classical methodology can be done using 

different algorithms. As we can see from [50]. Soft 

Clustering and Hard Clustering are furthermore divided 

into different partitioning, hierarchical, and frequent item-

set-based algorithms. In the classical world, K- means 

clustering algorithm takes a major place to split 

documents into clusters [33]. The divisive hierarchical 

clustering algorithm also used the bisecting K-means 

which is a variant of the K- means algorithm. There is 

another clustering algorithm in the clustering world 

known as the Agglomerative clustering algorithm which 

is more common [51]. The Unweighted Pair Group 

Method with Arithmetic Mean (UPGMA) which is an 

agglomerative clustering algorithm in a bottom-up 

approach of hierarchical clustering algorithm is 

considered as a good performer among other 

agglomerative algorithms [52]. 
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The existence of quadratic time complexity of hierarchical 

clustering algorithm limited the use of these algorithms 

even if it gives better quality clustering [53]. In the 

classical methodology of clustering, as per [54] K-means 

clustering algorithms and their variants, coincidently the 

hierarchical algorithm takes the process of clustering to an 

extent and because of linear time complexity, it becomes 

suitable for large datasets. Apart from the advantages of 

this algorithm, it is thought to produce inferior clusters in 

classical methods. The overlapping concept in the K-

means clustering algorithm is also a major problem as it is 

sensitive to the selection of partial partition [55]. 

In the account of the, IR study, information processing in 

a classical manner is done tremendously with different 

clustering algorithms like the K-means algorithm and 

hierarchical clustering algorithm. Classical information 

processing for document clustering from many decades is 

in the procession but still, many classical clustering 

algorithms are away from the issues viz. selection of 

appropriate features of documents and similarity measure 

[56], assessment of the quality of clusters [57], optimal 

use of memory, and considering the semantic relationship 

between words like synonyms [58]. 

3. Proposed Quantum Clustering Method  

The superposition state of photons or atoms is used by 

quantum information processing to operate various forms 

of data and transfer and accumulate data in almost many 

forms. The quantum clustering process is a part of 

quantum information processing that extends its 

applications to different tasks of information processing in 

an unsupervised manner which leads to browsing, 

organizing, representation, and retrieving [59].  

Proposing an algorithm for retrieving purposes would lead 

to the betterment of classical retrieving algorithms in the 

quantum realm. An era of research in classical retrieving 

techniques for enhancing the accuracy of retrieved results 

steered towards the concept of clustering, as well as 

computation for the clusters of information carried 

through the Quantum computation technique. The 

approach of Quantization of classical clustering 

algorithms was initiated with the idea of the quantum 

clustering method. The approached algorithm describes 

the complete procedure of clustering for large collections 

of data that has to be used by information retrieval 

systems. 

The purpose of data clustering in the realm of quantum 

computation proposes the existence of the Schrödinger 

equation. The Schrödinger equation is a basic equation in 

quantum mechanics that defines the behavior of quantum 

systems such as electrons, atoms, and molecules [60]. It is 

a partial differential equation that connects the temporal 

evolution of a quantum system's wave function to its 

energy and is used to compute the probability distribution 

of a quantum system's state. To describe the energy and 

position of the electron of an atom in space and time, a 

mathematical expression is required that affects the wave 

nature of the electron inside the atom. The Schrodinger 

wave equation is a mathematical expression used to do so. 

A Quantum mechanical system is governed by a linear 

partial differential equation that depends on the wave 

function, which is the Schrodinger equation.   

The Schrodinger equation stated that wave function ψ (r, 

t) correlated with a particle moving in space can be related 

to potential v (r, t), where r is position and t is time. The 

Schrodinger equation in the later phases leads with a set 

of energies accord to electrons in an atom. The 

mathematical representation of the wave function is 

required to find the electrons 

As per the presumptions on the wave nature of almost all 

circumstances and entities in this universe is defined by a 

classical wave function [61] given in Equation 2.  

Δφ̂ −
1

c2

δ2φ̂

δt2 = 0 (2) 

Equation 2 is a wave equation. Independent Schrödinger 

equation is used for the clustering of information which 

will draw the differences between classical theory the 

quantum information theory. The methodology begins 

with the objective that mapping the resemblance between 

each data point which are static documents and a fragment 

which is a part of the quantum system that has a certain 

domain around its environment. A function φ(x) from the 

wave equation is used to present the state of the system 

and the function depends on the coordinates of variable x 

in the ground state. The stimulate field in the domain x is 

given by Equation 3. 

𝜑(𝑥) = ∑ 𝑒
−(𝑥−𝑥𝑖)2

2𝜎2𝑛
𝑖=1   (3) 

In which n is the fragment and σ is the limit for scaling. 

Equation 3 is referred to as a kernel destiny estimator, 

usually required to estimate the probability density of a 

random variable. Now in this phase after the declaration, 

to carry out the quantum clustering process for the 

documents there is a requirement of Quantum Latent 

semantic analysis and Gaussian wave function of 

Schrödinger equation. As is clearly mentioned in [62] that 

terms (words) are playing a major role in property in a set 

of documents. High divergence of terms in a set of 

documents can analyze the presence and absence of latent 

semantic topics in each acquaintance as per the user query.  

Quantum latent semantic analysis is used to specify the 

presence of a latent topic in each data by considering a 

subspace S where the qubits (information) are projected 

by Equation 4 as:  

𝑃𝑠 = ∑ |𝜎𝑘 >< 𝜎𝑘|𝑟
𝑘=1   (4) 
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in which {|𝜎𝑘 >}𝑘=1…𝑟 is an orthogonal basis of subspace 

S and each |𝜎𝑘 > are wave functions of latent topic 𝑧𝑘. 

Schrödinger equation is used with Gaussian wave function 

which is eventually used to distribute the vectors 

proportionally in the vector space where Hilbert space is 

considered for the distribution of complex quantities in the 

vector space. The Eigen state of the Schrödinger equation 

is taken for a complete explanation of the methodology 

from Equation 5 [63].   

𝐻𝜑 = {−
𝜎2

2
 𝛻2 + 𝑣(𝑥)} 𝜑 = 𝐸𝜑   (5) 

Standardized Quantum mechanical equation where σ is an 

independent parameter and φ(x) is the Eigen state and it is 

a normalized form of data. v(x) is the potential function 

which is represented by Equation 6. 

𝑣(𝑥) =
𝐸+(

𝛿2

2
)𝛻2𝜑

𝜑
  (6) 

v(x) from Equation (6) is characterized as the potential 

and nominated as the physical property for biasing the 

clusters to be formed. Equations (5) and (6) are 

mechanically used to perform quantum computation for 

the task of clustering information. Simplifying the 

equation to zero (0) presented by Equation (7). 

{−
𝜎2

2
 𝛻2 + 𝑣(𝑥)} 𝜑 = 𝐸𝜑 = 0   (7) 

Through Equation (7) a mathematical representation of 

energy can be presented. Energy in the ground state 

remains zero always by adding a constant to the potential 

as shown in Equation (7) and for static acquaintances there 

are no dynamic changes that lead the value of energy to 

zero (0). 

Quantum information processing inspires the 

development of a clustering process based on quantum 

principality which is proposed further with positive 

presumptions that bring assurance of optimality. 

The proposed methodology starts with the postulation of 

static documents and words (terms) present in them. 

Terms are selected features of documents and represented 

as vectors. The theory of quantum Latent Semantic 

Analysis (qLSA) [64] is utilized to represent documents 

as vectors as well. Singular Vector Decomposition (SVD) 

[65] is an algorithm to manipulate the term-document 

matrix. In the formatted decomposed matrix Schrödinger 

equation as described above is applied for clustering the 

collection of documents. 

Postulates applied to datasets of documents ensuing 

representation of terms and documents are carried out by 

qLSA technique and form a term-document matrix. It is 

qLSA to represent the matrix 𝑇𝐷 = {𝑡𝑑𝑖𝑗} in which 𝐷 =

{𝑑𝑖}𝑖=1…𝑛 and 𝑇 = {𝑡𝑗}𝑗=1…𝑚 are collections of 

documents and terms respectively. Followed by 

representation, Gaussian wave function 𝜑𝑖 of Schrödinger 

equation employed to prosecute document 𝑑𝑖 in Equation 

8. 

𝜑𝑖(𝑥) = √
𝑡𝑑𝑥

∑ 𝑡𝑑𝑥
𝑛
𝑗=𝑥…..𝑛

   (8) 

Documents are vectors to be represented in the vector 

space for quantum computation and vectors (documents) 

with multiple coordinates (terms) are implemented using 

wave function i.e., term document matrix prosecuted by 

Gaussian wave function as wave function matrix 𝜑 ∈

 𝑅𝑚+𝑛 as in Equation 9. 

𝜑𝑖(𝑗) = √
𝑡𝑑𝑗𝑖

∑ 𝑡𝑑𝑗𝑖
𝑚
𝑗=1…..𝑚

   (9) 

The matrix generated is decomposed by applying SVD of 

𝜙 = 𝑈 ∑ 𝑉𝑇to bring down the counts of features selected. 

The decomposition procedure forms three matrices viz. 

documents as Eigenvectors (𝑈), terms as potential 𝑉𝑇, and 

classes of other topics and sub-topics. 

First r columns of matrix 𝑈 that corresponds to 

eigenvectors formed by latent semantic space principal are 

selected and normalization is performed to end up the 

representation of documents as vectors in vector space. 

Gaussian wave equation performs the distribution of term-

document matrix as vectors in vector space. A scaling 

parameter σ pre-supposed by the vector space after the 

distribution of vectors, employ as a descriptor of cluster 

numbers after applying the algorithm. 

Representation and distribution method followed by the 

clustering method finally which involves potential 

function in the Schrödinger equation shown in Equation 

(5). Local minima of potential energy V(x) is determined 

to select the cluster centers which are pre-dominant values 

for documents to form a single cluster. The association of 

documents in the same cluster is carried out using 

equalization between the values of the cluster center and 

the potential associated with each document. 

The energy remains in the ground state stating the value 

for the same as zero (0) maintain through potential 

function by including constant with energy as in Equation 

(7). Gradient descent method [66] deploy to evaluate local 

minima of final potential V(x). Computed local minima of 

potential are cluster centers and are used by the Jaccard 

similarity measurement equation to measure the similarity 

between the center value and the document’s potential 

value. From the collection, documents are distributed to 

the desired clusters as per the clusters determined by the 

Jaccard coefficient. The number of clusters is notifiable to 

settle all the documents in the desired clusters which will 

be formed as per the value given to the scaling parameter, 

σ. The clustering methodology has a property of cluster 

numbers, which is not recognized before the clustering 
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process and the value of σ fix it. The normalized value for 

σ is computed using Equation 10. 

𝑞 =
1

2∗𝜌2   (10) 

3.1 Datasets  

Documents with the total count of words (terms) in it is 

provided by a set of datasets, Reuters-21578 and TDT2 

Corpus. The weight of term frequency along with 

document frequency is provided by the datasets. 

Reuters-21578 corpus1, a large collection of financial data 

mentioning economic growth and loss has 21578 

documents categorized into 135 categories. To prepare the 

dataset, multiple categories’ labels are discarded. The 

final MATLAB (.mat) version of Reuters-21578 has 8293 

documents in 65 categories out of 5946 are training  

1.http://kdd.ics.uci.edu/databases/reuters21578/reuters21

578.html documents and 2347 are testing documents. The 

processed dataset (Reuters-21578) has a total of 18933 

terms. The dataset is available for free on the website. 

TDT2(Topic detection and tracking)2 which is a collection 

of documents related to data newswire and broadcast 

news. Collection of 11201 documents categorized in 96 

semantic categories collected from various sources out of 

which 2 are television programs, 2 are newswire and 2 

radio programs after processing it left with 36771 terms. 

The dataset is available for free on the website. 

4. Results and Discussion 

The efficiency of the proposed methodology is tested on 

generally available datasets of economic purpose which 

are Reuters-21578 and TDT2. Both are standard datasets 

of financial data consisting of 8293 documents, 18933 

words, and 10212 documents, 36771 words respectively. 

Similarity measurement techniques, the Jaccard measure, 

and Jaccard score [67] are responsible to assert the 

efficiency that describes the quality of the cluster. The 

result for the proposed algorithm is shown in the tables 

below, Values in Table 1 and Table 2 are of the proposed 

clustering algorithm in which the value of σ, is responsible 

for the number of clusters. The value of σ which is 

inversely proportional to the number of clusters compared 

with the clusters formed by classical K-means clustering 

used in the LCCF method [68], values for the same are in 

Table 3 and Table 4. 

𝝈 Clusters 

Formed 

Jaccard 

Measure  

Clusters 

Quality 

0.355(q=2.1) 9 0.2251 0.2616 

0.469(q=2.07) 7 0.2192 0.2679 

0.489(q=2.04) 5 0.2001 0.2889 

0.519(q=2.01) 3 0.1996 0.2998 

Table 1. Quality of clusters formed by the proposed 

algorithm for Reuters-21578. 

 

𝝈 Clusters 

Formed 

Jaccard 

Measure 

Clusters 

Quality 

0.355(q=2.1) 9 0.3281 0.7641 

0.469(q=2.07) 7 0.3115 0.7233 

0.489(q=2.04) 5 0.2997 0.6898 

0.519(q=2.01) 3 0.2277 0.6272 

Table 2. Quality of clusters formed by the proposed 

algorithm for TDT2. 

2.https://catalog.ldc.upenn.edu/LDC2001T57. 

K-

value(Fixed 

clusters) 

Jaccard 

Measure 

Cluster 

Quality  

9 0.3792 0.0717 

7 0.3772 0.6892 

5 0.3573 0.6772 

3 0.2983 0.5674 

Table 3. Quality of clusters formed by K-means 

clustering algorithm for TDT2. 

 

K-

value(Fixed 

clusters) 

Jaccard 

Measure 

Cluster 

Quality 

9 0.2306 0.2416 

7 0.2221 0.2566 

5 0.2100 0.2762 

3 0.2006 0.2872 

Table 4. Quality of clusters formed by K-means 

clustering algorithm for Reuters-21578. 

The achieved results by both algorithms are compared and 

represented as a comparison graph in Figure 1. Different 

clusters formed by the proposed quantum-based clustering 

algorithms with minimum and maximum σ values are 

represented in Figure 2 (a), (b), (c) and (d). 

https://catalog.ldc.upenn.edu/LDC2001T57
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Fig 1. Cluster quality comparison: QCA vs. K-Means 

LCCF. 

 

Fig 2. Clusters for Reuter Dataset with the value of (a) 

σ=0.355; (b) σ=0.519; Clusters for TDT2 Dataset with 

the value of (c) σ=0.355; (d) σ=0.519. 

As a result, as discussed in the tables above, we can 

conclude the task of clustering by examining the cluster 

numbers with references to both datasets. Both datasets 

have different available numbers of acquaintances. As per 

evaluation, the Score and quality of clusters formed by the 

proposed algorithm for both the document sets are up to 

the mark than the classical K-means algorithm. We can 

suggest the algorithm for more relevancy tests for the 

information based on quality. 

The resulting clusters have different documents in the 

form of vectors which can be further measured in the 

account of incompatibility by denoting the commuters 

between different documents which will encourage the 

development of novel algorithms for the relevancy of 

information in the realm of quantum mechanics and 

theory. 

5. Conclusion and Future Work 

The importance of the qualitative relevance algorithm is 

focused on in the area of information retrieval for decades, 

traditionally different proposal in this arena was 

implemented and in use for efficiency in different forms. 

The proposed algorithm herewith can be implemented as 

a novice algorithm for an information retrieval system that 

brings physical properties of information storage 

(documents) in the scenario. The algorithm can bring a 

nanosomic behavior of retrieval through quantum 

mechanics by the vectorization theorem of all terms and 

documents. The clusters formed by documents can behave 

as a base for different deserving information as per need 

because the group is responsible for ranking all the 

documents present. The algorithm is well-designed for 

ranking as well as for retrieval. 

To improve the relevance rate of information, only 

clusters are not acting as base unlike for ranking of all 

those documents in clusters. For more favorable relevant 

documents from the group or cluster, feature selection for 

improving ranking among the documents can be 

implemented where documents will act as commuters for 

various queries and only compatible documents will be 

retrieved that are relevant and in a good rank as per the 

requirement can be improved as future scope of IR. 

Quantum mechanics can bring a micro-level check for the 

same. 
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