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Abstract: Emotion may be shown in a variety of ways, including voice, written texts, and facial expressions and movements. Emotion 

detection in text is essentially a content-based classification challenge that combines concepts from natural language processing and 

machine learning. This paper addresses textual data-based emotion identification algorithms and emotion detection. 
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1. Introduction 

The majority of literary expressions come from 

interpreting the meaning of concepts and how those 

concepts interact with one another in addition to from the 

usage of emotive language.  Analysing a person's 

emotional state through a text document they have written 

can be challenging, but it is also important in many 

circumstances. In the human-computer interface, it is 

crucial to recognise the text's emotional content [1]. 

Speech-based, facial-based, and text-based emotions, 

respectively, refer to the ways in which emotions can be 

represented by a human being via written language, spoken 

words, and facial expressions. Academics still need to pay 

attention to text-based emotion detection algorithms 

notwithstanding the fact that enough work has been done 

to recognise emotions in speech and on the face[2]. From 

an application standpoint, it is becoming more and more 

crucial in computational linguistics to identify human 

emotions in text. 

Happy, sad, angry, surprised, fearful, and so on are 

emotions.  Ekman [3] divides emotions into six separate 

categories, including joy, sadness, fear, surprise, rage, and 

disgust. Generally speaking, a person's voice, written 

words, gestures, and facial expressions all convey their 

mood and feelings [4]. Unlike facial expression and speech 

recognition, a written statement lacks taste and so loses its 

ability to identify itself. Because of the text's intricacy and 

ambiguity, identifying its emotions is a difficult task. It is 

hard to tell the mood of a given text since words might 

have many meanings and morphological forms. 

One of the key benefits of human-machine contact is the 

ability for a nonliving object to sense or feel emotions 

similar to those of a human. Since tasteless text sentences 

lack any tone or expression, our suggested approach is able 

to identify emotions from them. A single dataset has been 

the subject of many studies. For the purpose of detecting 

emotions, however, we have worked with three datasets 

that include text in the form of comments, basic words, and 

dialogues. We can use any technology to implement our 

text-based emotion recognition model. This model's 

business potential includes the ability to identify feelings 

in consumer reviews of goods and services, as well as to 

give social media users security. 

The remainder of the text is structured as follows: Section 

2 presents the overview of the literature on emotion 

detection, and Section 3 provides details on the suggested 

method. In Section 4, findings and an analysis of the 

recommended tasks are provided. Section 5 provides the 

article's concluding recommendations. 

2. Existing System 

A crucial aspect of human existence is emotion. These 

feelings affect how people make decisions and improve 

how we express ourselves to others. The process of 

determining a person's various feelings or emotions (such 

joy, sorrow, or fury); also known as emotion detection or 

recognition. Researchers have worked hard in the last few 

years to automate the recognition of emotions. However, 

several bodily behaviours, hand trembling and voice pitch, 

can also be used to infer an individual's emotional state [5]. 

However, it can be challenging to discern emotions in text. 

The difficulty of detecting emotions in text is further 

increased by the numerous ambiguities and new lingo or 

terminology that are being used every day. Additionally, 

emotion recognition tends to go beyond simply detecting 

the basic psychological states (happiness, sadness, and 

anger). 
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3. Proposed System 

3 different systems are going to use in the proposed 

system. They are: 

i) Emotion text identified with NRCLex method 

ii) Emotion text identified with Neural Network 

method 

iii) Emtoion text identified with NLP method 

3.1 Emotion Text Identified With NRCLex Method 

Social networking sites have become a vital tool for 

communicating feelings to people all over the world as a 

result of the Internet's phenomenal growth. Many people 

use writing, pictures, music, and videos to voice their 

viewpoints or ideas. In this study, we used NRCLex to 

analyse social media whatsapp status in terms of positive, 

negative, and neutral sentiment and other emotional 

categories like happiness, rage, melancholy. Stop words, 

unnecessary punctuation, and other distractions are 

removed during the pre-processing of the text data. The 

NRClex lexicon is then used to map the remaining words 

to their corresponding emotional and sentiment ratings. 

The analysis' results can be utilised to discover more about 

the opinions and preferences of social media users. 

Nevertheless, by providing insightful analyses of the 

sentiment and emotions reflected in text data, sentiment 

and emotion analysis using NRCLex may aid in guiding 

decision-making across a range of industries. In order to fit 

specific use cases, NRCLex additionally offers techniques 

for altering the emotion categories and score system. A 

strong and adaptable toolbox for the semantic and 

emotional analysis of text data is NRCLex. It is especially 

useful for applications like social media monitoring, 

market research, and customer feedback analysis are 

examples of text analysis. 

The NRCLex has been applied as the baseline technique to 

calculate emotion scores [6]. It creates a list of English 

words together with their correlations with two negative 

and two good sentiments, as well as eight fundamental 

emotions (anger, fear, trust, surprise, sadness, joy, and 

disgust). In this approach, crowd sourcing was used to 

manually annotate words. With almost 27,000 entries, this 

vocabulary is derived from the National Research Council 

of Canada (NRC) impact lexicon and the Word Net 

synonym sets from the NLTK library. The scores for a 

specific word w and emotion e range from 0 to 1. The 

maximum level of emotion is represented by a score of 1, 

while the lowest level of emotion is represented by a score 

of 0. Sentiment-bearing words are identified in a phrase 

and given ratings for each emotion category using a 4-tuple 

(best to worst) scaling method. The resulting scores are 

then normalised between 0 and 1.0. Four emotional 

scores—fear, anger, sadness, and surprise—were 

computed for this investigation. Please see [7,8] for more 

information on the NRCLex in full. 

A well-liked tool for text emotion recognition is the NRC 

Emotion Lexicon (NRC-LEX). Eight fundamental 

emotions are listed, including happiness, sadness, anger, 

fear, trust, disgust, surprise, and anticipation. 

3.2 Emotion Text Identified with Neural Network 

Method 

Social networking is become a part of everyday life. 

Internet use increases as social media usage grows because 

more people are participating simultaneously [9,10]. 

Human expressions are greatly influenced by emotion. 

Emotions can be detected in a person's face, speech, and 

written words.  

The limited attempts to use deep learning for emotion 

recognition are discussed in the sections that follow, but 

we discover that there are few real performance reviews. 

Aggression is predicted using CNN with a sliding window 

and subsequent max-pooling. 

Emotional expression was achieved using NLP [11]. Since 

the network is designed to handle only one dimension, it is 

unclear how well this approach can generalise to 

challenges involving regression or even multi-class 

predictions, which are common in dimensional emotion 

models. This approach so has several shortcomings. 

Although using a deep network, the method's network 

architecture limits the amount of texts it can process, like 

typical machine learning. This is where it varies from 

recurrent networks, which can handle texts of any size 

since they move over sequences.  

For the purpose of recognising emotions, numerous 

recurrent neural network (RNN) techniques have been 

developed. Many supervised classification algorithms for 

emotions have been developed utilising data collected from 

microblogs like Twitter, using hashtags or emoticons as the 

emotion label for the data. This is because there aren't 

many emotion-labelled datasets available. The most 

advanced techniques for identifying fine-grained emotions 

are shown on the Gated Recurrent Unit (GRU) network 

[12]. The researchers extended the categorization to eight 

important emotional elements discovered in the 

psychology theory of emotion after first creating a large 

dataset for automatic emotion identification from Twitter. 

Other combination architectures have recently been put up 

for tasks involving text-based emotion recognition. One 

example is the introduction of the mixed recurrent 

convolutional neural network (RCNN) approach [14] and 

has shown results that are competitive with well-tuned 

contextual and emotional word embeddings [15], [16], and 

[17]. 
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Fig 1. CNN Architecture 

3.3 Emotion Text Identified With NLP Method 

Natural language processing (NLP) consists of two parts: 

producing and understanding human language. The former 

is more difficult since natural language contains ambiguity. 

The former is more challenging since natural language 

contains uncertainty. 

Speech recognition, machine translation, question 

answering, document summarization, speech synthesis, 

and many other uses of natural language processing (NLP) 

are available [18]. The two primary components of natural 

language processing are sentiment analysis and emotion 

identification. These two names are not the same, even 

though they are sometimes used synonymously. You may 

ascertain if a piece of sentiment analysis is used, data may 

be positive, negative, or neutral. 

Either positive or negative data exist. On another hand, a 

technique for recognising certain human emotion types is 

called emotion detection including happiness, sadness, or 

anger. On sometimes, the phrases "emotion detection," 

"affective computing," the terms "emotion identification" 

and "emotion analysis" are interchangeable [19].  

Individuals are using social media to communicate their 

emotions. as a result of improved Internet access. 

Individuals freely discuss their disagreements, ideas, and 

opinions on a variety of topics on social media platforms 

that are either neutral or active[20], [21], and [22]. 

Context extraction from text is one of the most amazing 

advances in natural language processing (NLP). Originally, 

context extraction was meant to reveal the sentiment 

polarity in text, but the globe advanced and began to 

recognise sentiment as feelings a few years ago. Both of 

these ideas are pretty dissimilar [23], [24] and [25]. 

Sentiment can be good, negative, or neutral, whereas 

emotions are fall between positive and negative. An mood 

that is cheerful, joyous, exciting, or even funny can be 

characterised as having a positive sentiment. Similar to 

how sadness, disgust, and fury make people feel bad. A 

number of machine learning techniques used to train 

emotion detection models, and studies a few years ago 

employed a lexical approach to emotion recognition based 

on lexicons as collections of emotional phrases common 

for diverse emotions[26]. All of these methods are rapidly 

getting obsolete due to the recent advancements in deep 

learning detection models, which are capable of 

performing an extremely accurate automatic interpretation 

of emotions from a text. 

It appears difficult to infer a person’s emotional state from 

their textual communication. In human-computer 

interaction (HCI), recognising the text’s emotions is 

crucial. Speech, text-based, and facial emotions are the 

methods in which an individual can express their emotions 

verbally. Because enough research has been done on 

spoken and facial emotion recognition, a text-based 

emotional identification system also needs to draw in 

academics [27]. 

From an application standpoint, it is becoming increasingly 

important to understand how to detect human emotions in 

text using computational linguistics. Text emotion 

detection scans the writer's input text for emotions and 

assesses it. The premise behind this is that upbeat 

individuals would say encouraging things. These 

expressions may refer to the underlying unpleasant 

emotions of someone who is anxious, irritated, or unhappy. 

It is essential that the text be able to identify human 

emotions since it is the primary means of communication 

between people and computers in chat rooms, forums, 

websites, blogs, product evaluations, and other social 

media sites like YouTube, Twitter, and Facebook. It uses 

the importance of the data it produces for sentiment 

analysis, user profiling, and a subfield of natural language 

processing, has benefited. Specifically, sentiment analysis 

is to classify relevant aspect of the statement according to 

three opposites: positive, neutral, or negative[28]. 

Word embeddings are frequently utilised in NLP 

applications because the vector representations of words 

enable deep learning techniques to extract useful semantic 

components and linguistic relationship between words 

[29].  

4. Implementation 

4.1 Software  

Installing Python 3.5, Jupyter Notebook v0.27.0, and the 

Anaconda library set up the deep learning environment. 

The Python 3.5 interpreter has been successfully coupled 

with the OpenCV (version 3.3.0) library. Libraries like 

tensorflow, keras, pandas, stopwords, and seaborn are 

imported with the anaconda install command. 

4.2 Dataset Used 

The emotion_dataset_raw1.csv is used for the training 

process and testing process in this proposed work. The 

Dataset for training and testing constitute the Comments 

from Website, Sentences, words and Whatsapp status lines. 
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All two data sets—text sentences, and tweets are integrated 

in this study. More than 27000 words used in the pooled 

dataset. According to their syntactic and semantic polarity, 

the six types of emotions that can be associated with a text 

sentence are: happiness, disgust, fear, surprise, angry, and 

sadness. The content is written in English and includes 

some extra punctuation and emojis. Only text sentences 

and the emotions they indicate are included in the dataset. 

Each dataset is split into two categories: training and 

testing, with an 80:20 ratio between the two. 

The steps that would generally take to do emotion 

detection using the NRC-LEX approach are as follows: 

4.2.1 Text Preparation 

The text data should be cleaned. Stop words, punctuation, 

and other distracting elements might need to be eliminated. 

The data should be broken text into distinct words or 

tokens by tokenizing it. 

4.2.2 Emotional Rating 

Check the NRC-LEX's associations for each word in your 

text with each emotion. Each word for each emotion in the 

lexicon is given a binary score (1 for presence, 0 for 

absence). 

4.2.3 Aggregation 

Calculate the overall emotion score for the entire text by 

adding the ratings for each emotion. 

Setting a threshold will help you identify the main feeling. 

Consider classifying the text as expressing joy if the "joy" 

score is much higher than the others. 

4.3 Training Phase 

There are five categories for the sentences: neutral, happy, 

sad, angry, disgusting, and surprised. In NLP, around 

24000 training examples are utilised, including neutral 

(4000), happy (4000), sad (4000), angry (4000), disgust 

(4000), and surprised (4000). 

4.4 Testing Phase 

Neutral 1000, happy 1000, sadness 1000, furious 1000, 

disgust 1000, and fear 1000 are approximately 6000 

samples that are verified and evaluated. 

5. Experimental Results 

3 different systems  are proposed in this work. They are: 

i) Emotion text identified with NRCLex method 

ii) Emotion text identified with Neural Network 

method 

iii) Emotion text identified with NLP method 

        The Performance evaluation of the proposed work is 

shown in the Table 1. 

Table 1. Performance Evaluation 

Sl.No. Method Performance 

Accuracy (%) 

1. NRCLex 64.44 

2. Neural Network 99.56 

3. NLP 83.36 

 

Out of these 3 proposed systems we are considering 

Emotion text identified with Neural Network method 

because its performance accuracy is 99.56 whereas 

NRCLex is 64.44 and NLP is 83.36 only. 

6. Screen Shots 

The screen shots are the propsed work are shown in figures 

2 through  5. 

 

Fig 2. Accuracy of the emotional detection using NRCLex 
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Fig 3. Accuracy of the emotional detection using neural 

network 

 

Fig 4. Result of the testing sentence or word classifications 

 

 

Fig 5. Accuracy of the emotional detection using NLP 

7. Conclusion 

In this proposed work, the emotion is detected from the 

input sentence. The suggested work is able to perform 

competitively in terms of accuracy and efficiency, 

according to experimental data. Emotion detection in text 

using NRCLEX shows the accuracy as 64.0%, using NLP 

getting accuracy is 83.0% and using neural network with 

an accuracy of 99.0%. According to the results, it is 

concluded that Neural Network is a promising method for 

emotion predictions from text. The proposed work may be 

extended with other deep learning models. 
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