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Abstract: A prevalent mental illness in today's world is depression. Only a small portion of the millions of people who experience 

depression seek adequate medical care. Prolonged depression without effective medical treatment can lead to suicide, which makes early 

intervention a necessity. Nowadays, people share their inner feelings through social media platforms such as Twitter, Facebook, etc., so 

they can be used wisely for the early detection of depression among its users. Current approaches, despite integrating machine learning 

techniques, frequently struggle with challenges related to accuracy and effectively capturing exact patterns present in textual data.  We 

suggest an ensemble of standard word embedding with Bi-LSTM and advanced language model BERT with transfer learning using 

weighted voting to seek improved performance by resolving the current limitations and scores an accuracy of 97.4%. The novelty lies in 

the comprehensive utilization of advanced techniques to process and analyze social media content, contributing to early detection efforts 

and augmenting mental health support initiatives. 
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1. Introduction 

Major depressive disorder (MDD), otherwise known as 

depression, is a significant psychological illness that can 

have a footprint on many aspects of your existence [1]. 

Stress, anxiety, or other mental breakdowns can lead to 

depression. Humans with depression experience frequent 

feelings of desolation and hopelessness and lose enjoyment 

in all activities. It also affects numerous bodily needs, like 

hunger and sleep. 

  Depression turns productive hours into ignored hours, 

hurting the national market in terms of incompetent 

productivity. Depression thus impacts not just the person but 

also negatively impacts the nation's administration and 

business organisations [3]. 

As per the World Health Organisation (WHO), 3.8% of the 

global population is affected by depression [4]. Untreated 

depression leads to suicide; according to research, the 

mortality rate among depressed individuals is much higher 

than that of individuals without these disorders [2]. 

Additionally, studies show that the prevalence of depression 

has increased over time, but treatment has not kept pace [5]. 

People suffering from depression often hesitate to 

acknowledge it in public or seek medical assistance; this can 

be hazardous. Social media platforms can be of major use in 

these circumstances. People often share their true inner 

feelings through their posts on these platforms. Twitter is 

one of the most widely used social media platforms. Twitter 

platforms generate  200 billion tweets annually,averaging 

6000 tweets per second, and they their data openly for public 

use[6].  We recommend using Twitter posts (tweets) as a 

medium to classify depressed users and non-depressed 

users, thereby allowing early intervention to be provided. 

Through the textual comments and posts discussing various 

topics, individuals have the opportunity to convey their 

ideas,thoughts,perspectives and life experiences[7]. 

Analyzing the negative sentiment expressed in a person’s 

social media posts can be extended to assess their level of 

depression. In this study we conduct experimental 

comparisons between  attention based Bi-LSTM and BERT 

employing transfer learning. Additionally, we introduce a 

novel  weighted voting ensemble method that outperforms 

individual models in terms of accuracy. 

This paper is structured as follows. Related works in Section 

II; Methodology in Section III, Experimental Results 

described in Section IV and finally in V we conclude the 

paper. 

2. Related Works 

Twitter has been a leading microblogging site since its 

inception in 2006. Users share their feelings, opinions, and 

suggestions through tweets. Twitter has been utilised by 

several researchers for different analysis of sentiment [8,9]. 

Research is extensively done as these social media platforms 

provide huge support for developing machine learning and 
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deep learning paradigms. The advancement of mental 

disorder identification on social media has been  

significantly boosted by the utilization of  deep neural 

networks (DNNs), encompassing convolutional networks 

(CNNs) and LSTMs[10][11]. Deep learning has shown 

remarkable efficacy in Natural Language Processing (NLP) 

tasks such as Text categorization and Sentiment 

analysis(SA).     Numerous studies in the existing literature 

have concentrated on leveraging DL models for the analysis 

of user generated content and textual data. For instance, 

Khafaga et al.[12] explore into the critical role of social 

media in expressing emotions and stress by which detects 

the depression in user’s messages. They introduce an 

innovative approach, the Multi Aspect Depression Detection 

with Hierarchical Attention Network (MDHAN) which 

binds deep learning to classify   Twitter data and identify 

signs of depression. In comparison to established techniques 

such as CNN,SVM and MDL, the proposed models achieves 

an impressive accuracy of  96.86%. In [13]Bi-LSTM is 

identified as the best neural network with Word2vec 

embedding model. A hybrid deep learning approach 

utilizing CNN and Bi-LSTM was discussed in [14].  

The word embedding extracted after pre-processing tweets 

was fed onto the hybrid learning framework to classify 

depressed and non-depressed tweets. They achieved an 

accuracy of 94.28% with a benchmark Twitter dataset [15]. 

  In [16], from the experiments it is proven that by 

combining Lexicon based  features with distributional 

representations offers better accuracy than pure classifier 

models and in [17] a new attribute sarcasm level is included 

in the proposed methodology. [18],[19]& [20] proves that 

incremental learning approach for valuation of words, pre 

trained word embeddings and mapping of emoticons to 

textual data play inevitable role in classification process. 

The same dataset was used by another classification 

procedure called DepressionNet [21]. They have tried to 

amalgamate user behaviour with user post-history using 

abstractive-extractive summarization. They made use of 

BERT and k-means clustering for extraction, followed by 

DistilBART and Bi-GRU with attention to abstraction. 

DepressionNet obtained an accuracy of 90.1% with nearly 

7900 depressed and non-depressed tweets. Depression 

classification is also discussed in [22]. They have applied 

certain pre-processing like URL, hashtags, non-ASCII 

characters, and mention removal. The cleaned tweets were 

classified using different pre-trained BERT models and 

achieved an overall 92% accuracy.  

In [23], after some text pre-processing, knowledge 

distillation methodology was used for feature extraction, 

accompanied by the ivis algorithm for feature reduction. The 

tweet classification was performed using different machine 

learning algorithms such as SVM, LR, GP, and QDA. A 

similar system was used in [24]. They used features like 

grammes, polarity, subjectivity, and POS tags. MNB and 

SVR were used to classify depression, obtaining accuracies 

of 78% and 79.7%, respectively. 

In [25],[26] &[27] implemented ensemble models for 

classification process and [27] acquires an accuracy of 95% 

in the case of European tweets and proven that the motive 

behind the achievement  of ensemble model is the excellent 

performance of individual models. 

From the analysis of contributions mentioned above, the 

following conclusions were made a)Deep learning methods 

provides improved accuracy than machine learning methods  

for detecting depression.b)Hybrid models are extensively 

employed to perform superior to traditional single prediction 

models.c)Pre trained word embeddings have significant role 

in the efficiency of classifiers.d)Existing methodologies 

face problems in attaining  higher accuracy and in 

effectively capturing precise patterns within the textual data. 

Hence to address the concerns revealed above, an enhanced 

ensemble model of Attention based Bi-LSTM and BERT 

with transfer learning is proposed and also compares the 

accuracies of  Attention based Bi-LSTM and BERT with 

transfer learning models. 

3. Methodology 

From the literature study, it is clear that deep learning 

methods are better in terms of performance. Pre-processing 

is an inevitable procedure in most machine learning and 

deep learning algorithms. The block architecture of the 

depression prediction system we have come up with is 

illustrated in Fig. 1.
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Fig. 1.   Block diagram of the proposed depression prediction architecture. 

3.1. Pre-processing  

Tweets are not written as clear dictionary words; people tend 

to shorten word letters and include smileys, urls, and 

hashtags, which are often unwanted. So we understand the 

necessity of a thorough cleaning of tweets before using them 

further. So, we have applied 16 different Twitter text pre-

processing techniques [28]. These include removing 

unicode strings, replacing URLs, user mentions, and 

hashtags, replacing slang and abbreviations, replacing 

contractions, removing numbers, replacing repetitions of 

punctuation symbols, removing punctuations, replacing 

negations with antonyms, handling capitalised and 

lowercase words, removing stop-words, replacing elongated 

words, spelling corrections, part of speech tagging, 

lemmatization, and stemming of words. Some of the 

example tweets before and after preprocessing along with 

their class are included in Table. 1.

 

Table 1.   Tweets before and after proposed text pre-processing. 

Class Label Original Text Processed Text 

notdepressed my best startup idea this week. A chrome extension that 

pays you for...  https://t.co/hFe1x6eb9a 

best start idea week crome 

extens day multistep 

notdepressed Wow. Someone asked Elon Musk: "what encouraging 

words do you have for people who want to do a startup?"  

His answer: If you need words of encouragement, don't 

do a startup.  ðŸŽ¤ 

wow someon ask plon mu 

encourag word peopl want start 

answer need word encourag 

start 

notdepressed Success comes from daily impatience and decades of 

patience 

 

success come daili impati decid 

patienc 

Depressed the real reason why you're sad? you're attached to people 

who have been distant with you. you're paying attention 

to people who ignore you. you make time for people who 

are "too busy" for you. you're too caring to people who 

are care less when it comes to you. let those people go 

real reason sad attach peopl 

distant pay attent peopl ignor 

make time peopl busi dare 

peopl care le come let peopl go 

Depressed my biggest problem is overthinking everything biggest problem overthink 

everyth 

Depressed The worst feeling is when something is killing you inside, 

and you have to act like you don't care. 

worst feel someth kill act care 
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Once the pre-processing is completed, we need a powerful 

mechanism to correctly categorize tweets as either 

depressed or non-depressed. Thus, we suggest an ensemble 

model that combines two popular NLP-DL frameworks to 

obtain a better and more robust depression detection system, 

explained as in the following sections. 

3.2. Word embedding and Bi-LSTM with attention 

A popular NLP tool that represents words is word 

embedding. It converts corpus words into real-number 

vectors. The distribution of probabilities for each word 

appearing before or after a particular word is used to 

calculate these vectors. Consequently, a tweet t can be 

represented as a sequence of n words where each word can 

be mapped to a global vector. Thus, if vector 𝑣𝑖 ⃖   represents 

the vector of i-th word with a dimension of d, then: 

𝑡 =  [𝑣1 ⃖    ||𝑣2 ⃖    || … ||𝑣𝑛 ⃖    ]           (1) 

For acquiring word embedding, we have used the word2vec 

model [29]. Word2Vec creates a vector space of many 

dimensions so that words with similar contexts in the corpus 

are situated next to one another. 

LSTM is a type of recurrent neural network (RNN) with 

numerous loops to persist information and deal with 

sequential data like text. To do so, LSTM replaces RNN 

nodes with cells. The general architecture of a cell is 

presented in Fig. 2. Bi-LSTM is a kind of LSTM that can 

process data in both directions to preserve the information.  

 

Fig. 2.  Architecture of a cell in LSTM. 

LSTM cell estimates the hidden state hi at the instance i as 

following: 

𝑓𝑖 = 𝜎(𝑊𝑓 . [ℎ𝑖−1, 𝑡𝑖] + 𝑏𝑓)                          (2) 

𝑥𝑖 =  𝜎(𝑊𝑥 . [ℎ𝑖−1, 𝑡𝑖] + 𝑏𝑥)                        (3) 

𝑜𝑖 =  𝜎(𝑊𝑜. [ℎ𝑖−1, 𝑡𝑖] + 𝑏𝑜)                        (4) 

𝐶 ̃ = tanh (𝑊𝑐  .  [ℎ𝑖−1, 𝑡𝑖] +  𝑏𝑐)                 (5) 

𝐶𝑖 =  𝑓𝑖 ∗  𝐶𝑖−1 + 𝑥𝑖 ∗  �̃�              (6) 

ℎ𝑖 =  𝑜𝑖 ∗ tanh (𝐶𝑖)              (7)         

           

where σ stand for the sigmoid function, xi is the i-th word 

vector, Ci , fi, xi and oi are all gate vectors of the cell, and W 

and b are cell parameters. In case of Bi-LSTM, two LSTM 

networks processes in opposite directions. That is, a forward 

LSTM processes from t1 to tn and a backward LSTM 

processes from tn to t1.Therefore, the word feature h is 

engineered by concatenating ℎ   and ℎ⃖ , that denotes forward 

and backward features respectively. So h can be calculated 

as follows, where L is the length of a single direction LSTM. 

ℎ =  ℎ𝑖
    ⊕ ℎ𝑖

 ⃖  , ℎ𝑖 ∈  𝑅2𝐿                                   (8) 

Incorporating attention into Bi-LSTM can boost its overall 

performance. Attention mechanisms are added to any deep 

learning network so that the network can focus on particular 

parts by assigning different weights to each part of the input 

data. Here, the weight wi should be added to the appraised 

word feature hi. So, the sentence feature r can be calculated 

as follows: 

𝑘𝑖 = tanh(𝑊ℎℎ𝑖 + 𝑏ℎ) , 𝑘𝑖 ∈ [−1,1]            (9) 

𝑤𝑖 = 
exp (𝑘𝑖)

∑ exp (𝑘𝑝)𝑁
𝑝=1

, ∑ 𝑤𝑖
𝑁
𝑖=1 = 1                    (10) 

𝑟 =  ∑ 𝑤𝑖ℎ𝑖 ,
𝑁
𝑖=1  𝑟 ∈ 𝑅2𝐿                                (11) 

Where Wh and bh corresponds to the weight and bias in the 

attention layer. 

3.3. BERT with Transfer Learning 

BERT (Bidirectional Encoder Representations from 

Transformers) was introduced by Google in the year 2018 

[30]. It became popular in a blink as BERT outperformed 

most of the previously existing language models. BERT is a 

potent architecture that includes multiple transformers, 

ELMO context embedding, and a bidirectional context 

learner.  

BERT is simply transformer based learning model. These 

transformers links each output to its corresponding input and 

establishes attention. Specifically, BERT stacks multiple 

transformer encoders together to generate a feature vector. 

Figure. 3 presents the BERT with closer view onto the 

architecture of the encoder. The overall structure of BERT 

model is illustrated in the Fig. 4.
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Fig. 3.  Bert encoder framework. 

 

Fig. 4.  Overall structure of BERT model. 

With parameters that might number from 100 million to 

over 300 million, BERT is a large neural network 

architecture. Consequently, here are chances of over fitting 

if we try to train  a BERT model from scratch using a small 

dataset. So, we apply fine-tuning, by which we can train the 

model once again on our comparatively smaller dataset. 

Weighted Voting Ensemble Classifier  

Ensemble classification tries to improve the overall 

performance of the classification by combining two or more 

predictive models. By using weighted voting, the classifiers 

are given varying weights depending on predetermined 

criteria, and they then cast their votes according to the 

weight. According to the performance accuracy of the 

classifier based on the training set, the weight of each 

classifier would be determined. The weights for each 

classifier would be determined using the formulas in Eq. 

(12). 

𝑊𝑚 = 
𝐴𝑚

∑ 𝐴𝑛
     (12) 

where W is the obtained weight of a model, Am is its 

accuracy, and An is the total combined accuracy of all 

classifiers utilised. 

4. Experimental Results 

For the successful accomplishment of experiments, we need 

to extract depression-related tweets from Twitter. But direct 

extraction of tweets from the Twitter API and successful 

labelling can be tiresome and may require expert 

involvement. Also, using a benchmark dataset is much more 

convenient for further study and comparisons. Therefore, 

we have used the  Kaggle depression dataset [31]. They have 

provided cleaned data as well, but we have used raw data in 

our experiments. There are about 3496 depressed tweets and 

4809 non-depressed tweets.     
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We have used Python to perform our experiments. We have 

split the entire dataset into training and test sets in the ratio 

70:30. Instead of using the same train-test data for the two 

NLP-DL architectures, we have selected random samples. 

Once the pre-processing is completed, our architecture 

needs two different NLP-DL algorithms. For the former 

part, we have fitted Word2Vec to our selected training data 

using genism by  transforming data samples into a list of 

lists of n-grammes.  A visualisation of the feature matrix 

obtained is provided in Fig. 5.

 

 

Fig. 5.   Heat-map of feature matrix. 

The feature matrix is passed onto the DL Bi-LSTM 

classifier. We have provided word sequences as input and 

vectors as weights to the embedding layer. An attention 

layer was included to estimate what parts of the real text 

were significant. The final dense layer would predict the 

probability of the text being depressed or not. 

Before being tested on the actual test set, a subset of the 

training set was used for system validation and the  

performance of the system on the test set is given in Fig. 6. 

 

Fig. 6.  ROC and Precision Recall curve of testing of Bi-LSTM + attention model. 

For the second NLP-DL model, we have made use of 

transformers in Python. We will perform transfer learning 

from pre-trained DistilBERT, which is a lighter version of 

the BERT model. To estimate the probability  of being 

depressed and not being depressed, we will now average the 

output of BERT into a single vector and add two more dense 

layers. Here also we have checked the accuracy and loss 

curves of the BERT model on our train data and 

additionally, the ROC and precision-recall curves are given 

in Fig. 7.  
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Fig. 7.  ROC and Precision Recall curve of testing BERT model. 

Finally, the proposed weighted averaging is performed, 

incorporating probabilities from both NLP and DL 

frameworks. A comparison table of accuracy measures 

and ROC-Precison Recall curve showing the 

performance of the proposed depression prediction 

system is presented in Table 2 and Figure 8. 

Table 2.  Accuracy measures 

Model Accuracy Precision Recall 
F1-S 

core 

Bi-

LSTM + 

Attention 

0.9 0.89 0.889 0.897 

BERT  0.93 0.92 0.927 0.925 

Weighted 

Voting 
0.974 0.96 0.969 0.966 

 

Fig. 10.  ROC and Precision Recall curve of  Ensemble model. 

5. Conclusion 

Depression is a serious mental health concern seen around 

the globe. Lack of treatment leads to decreased productivity 

or even suicide in the worst cases. Therefore, early 

intervention is highly recommended. People often tend to 

hide their mental conditions from others, which results in a 

lack of medical support. Social media platforms can be of 

greater use in these circumstances. Users often share their 

true feelings, knowingly or unknowingly, on their accounts, 

as they feel virtual space is a much safer place to open up. 

In this paper, we have put forward a depression prediction 

system using two popular and effective NLP-DL 
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combinations. One is word embedding packed along Bi-

LSTM with attention, and the other is language model, 

BERT, with transfer learning. Both model predictions were 

combined using weighted voting to accelerate the overall 

performance of the final predictions and scores an accuracy 

of 97.4%. Our experiment results show satisfactory 

performance, which can be used to provide early 

intervention to Twitter users in cases of depression. As 

technology’s relentless evolution persists, our model serves 

as a testimony to the affirmative influence on data driven 

innovation can apply in enhancing the global well-being of 

individuals. 
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