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Abstract: Recently, there has been a major revolution in cloud computing, where most companies have become dependent on cloud 

computing because of its importance in saving resources and reducing expenses. The research dealt with the problems of optimal 

allocation of resources within the cloud environment. Experiments have shown that the optimal number of virtual servers to be placed 

on the physical server to be presented to the user are the advantages of using algorithms to place virtual machines on computing servers 

online to save money, make maximum use of resources, and avoid system overload. As it was also observed in the case of offline 

algorithms for placing virtual machines on the actual server, it was concluded that the NFD algorithm is the best in the case of problem 

size 300 * 300, number of nodes L = 6 nodes, time T = 0.55, and algorithm accuracy R = 1.700. The optimal number of virtual servers 

to be placed on the physical server is four nodes. This indicates that online algorithms for placing virtual machines on the physical server 

work better in cloud computing. Research has demonstrated that the advantages of having the ideal number of virtual servers installed 

on the physical server that the user sees. 
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1. Introduction 

Cloud computing is considered to be one of the most 

important technologies that companies rely on, regardless 

of their size. Therefore, cloud computing is an urgent 

requirement. Thus, the development and allocation of 

resources in cloud computing are considered important [1]. 

When discussing this, we must look for problems and find 

appropriate solutions. There are many problems within the 

cloud; however, the number of nodes required to perform 

tasks in cloud virtualization was chosen based on the 

resource consumption. The problem of optimal resource 

allocation to these nodes is of great importance, and the 

dynamic allocation of resources is important within the 

cloud environment because it plays a role in scheduling 

incoming tasks on existing resources and exploiting them 

appropriately [2]. Cloud computing is growing rapidly 

with increasing customer requirements for more services 

and better results. Cloud computing data IS stored, 

managed, and processed through a network of servers that 

are managed remotely via the Internet. Cloud computing 

involves a large group of servers located in a data center to 

provide services, whether for individuals or companies. 

Cloud computing lowers costs for users, as it is not 

necessary to buy the fastest or best computer in terms of 

memory and storage capacity; However, any ordinary 

computer or web browser can access the provided cloud 

services. Companies do not buy equipment such as 

expensive servers to provide services or huge units for 

backing up data and information [3]. Therefore, cloud 

computing, user inventory utilization, and load 

performance must be improved. The main endeavors in 

cloud computing are to distribute tasks to cloud nodes and 

perform order processing with high efficiency. Cloud 

computing has recently become popular, as it provides an 

easy way to save and restore files and data as part of its 

services, especially when configuring very large data sets 

and files for users scattered around the world. Processing 

big data requires many techniques to improve operations 

and provide users with high performance. The cloud can be 

divided into hardware and software components. The 

hardware components include storage systems, computing 

servers, network infrastructure, and client devices. The 

software components are the storage management 

software, VM monitor, VM monitor control software, and 

remote access client software. Regarding cloud computing, 

the first thing that comes to mind is centralization and 

distribution [4],[5]. The essence of cloud computing is 

sharing resources on demand and providing better services. 

Its current theoretical underpinnings are distributed 

computing and artificial intelligence. We can understand 

this as a more open cluster technology, but it is not limited 
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in terms of distribution and load balancing. More attention 

has been paid to how to fully use the resources of an entire 

network and provide cloud services through cloud 

computing. 

2. Virtualization 

Cloud computing provides an IT infrastructure based on 

virtualization and provides paid services according to its 

usage. In a cloud environment, a number of virtual 

machines run on physical servers, which in turn appear to 

the user as resources that are being exploited to carry out 

the required tasks [6]. A virtual machine is a program with 

virtual resources that functionally correspond to the 

physical resources of the physical server. The dynamic 

allocation of resources in terms of consumption to obtain 

the required nodes in the implementation of tasks in cloud 

computing is defined as: the allocation of resources to 

applications in such a way that the time required to perform 

the task is reduced, the amount of energy consumed so that 

the quality of services is preserved, and the terms of the 

contract are implemented in an excellent manner between 

the client and the server [7]. In the resource-allocation 

process, we encounter a large number of tasks and 

resources that need to be allocated. Therefore, there is a 

need for a smart methodology to make decisions quickly 

and determine the required number of nodes to perform 

tasks based on the allocation of resources. The primary 

purpose of a cloud is to provide users with connectivity, 

even when applications and their components are 

dynamically hosted in multiple resource pools in 

decentralized public and private data centers. This will 

power the Software as a Service (SaaS) model, which 

allows applications to be delivered to users in the same way 

they are used within an organization. The problem of 

resource allocation within the infrastructure layer is 

considered the cornerstone of the cloud [8].  

Therefore, the problem of resource allocation within the 

cloud was selected. Dynamic changes in the amount of 

resources consumed in the cloud complicate the estimation 

of required equipment. The aim of this study is to examine 

algorithms for placing virtual machines on computing 

servers and design a mathematical computational 

methodology to estimate the required number of nodes in a 

virtualization cluster, depending on the use of the 

algorithm to place virtual machines on computing servers 

[9],[10]. The resulting formulas allow the calculation of the 

required number of cluster nodes with a dynamic change in 

the level of resources consumed by the virtual machines. 

3. Theories and Constants in Research 

a) The distributed environment is heterogeneous and 

dynamic. 

b) Each virtual machine has different computing 

characteristics. 

c) The missions are independent of each other. 

d) Each task has a certain amount of data to process. 

e) The assignment is made once. 

f) All missions must be completed. 

g) Every task is performed by a single virtual machine 

or resource, and cloud computing is based on a 

computer network so that resources (such as 

networks, applications, services, servers, and stores) 

can be accessed very easily and on demand, and is 

based on the allocation and operation of resources 

with minimal effort or interaction with the service 

provider. One of the most important features offered 

by the cloud is the ability to provide the required 

technology as a service over a high-performance 

network, meaning it is enough to have a computer and 

an Internet browser with which you can access any 

service, no matter how complex, at the lowest 

possible cost [11]-13]. The main elements of a cloud 

environment are [14]. 

h) On-demand self-service, where the cloud only 

launches the service on demand. 

i) Broad network access where resources can be 

accessed by several types of networks. 

j) Resource pooling (a large collection of resources) to 

perform the process of allocate resources to 

customers, the resources are distributed within the so-

called pools, and the allocation is dynamically based 

on demand. 

k) Rapid elasticity refers to the ability to expand 

resources rapidly, especially during peak times. 

l) A measured service is an essential feature in which 

resources and services are monitored and measured 

by cloud service providers for billing, access control, 

resource optimization, and other tasks. 

 

4. Cloud Service Models 

a) Software as a Service (SaaS): This service is a model 

for distributing applications over the Internet, that 

can be accessed through a web browser or software 

interface. Some well-known cloud software services 

are applications (apps). 

b) Platform as a Service (PaaS): This service refers to a 

group of cloud services that provide a distributed 

platform to allow developers (software developers, 

web developers, and companies) to build applications 

and services over the internet. 

c) Infrastructure as a Service (IaaS): This service is one 

of the main layers of cloud computing that provides 

virtual computing resources over the internet. The 
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resource allocation process occurs in the 

infrastructure layer (IaaS). 

5. Cloud Computing and Virtualization 

Virtualization is a technology that is known as the soul of 

cloud computing. Virtualization technology overcomes the 

abstract complexity of physical resources. This technology 

provides device independence, flexibility, isolation, 

creation of a protected environment, and green information 

technology, which is intended to optimize the use of 

electrical energy to reduce its use and thus reduce carbon 

dioxide and heat resulting from the work of processors 

within the servers. Virtualization can be performed at 

various cloud computing [ 15], [ 16] . 

1- Hardware virtualization: A virtual desktop offered 

by Microsoft can be built for the client. 

2- Network virtualization: An internal network can be 

built for resources and an external network can be 

built to access the Internet, such as Google GCE and 

Amazon AWS. 

3- Client virtualization: Hardware can be simulated by 

building complete virtual servers such as Amazon 

EC2. 

6. Virtual Server 

A physical server is divided into multiple smaller virtual 

servers based on virtualization techniques. The primary 

benefits of this division include resource optimization of 

the physical server and cost savings. Figure (1) shows a 

physical server divided into multiple virtual servers (VMs). 

The cloud was created using several physical machines. 

Each physical machine runs multiple virtual machines 

presented to end users, or so-called clients, as a computing 

resource. Considering the difference between the host 

operating system and the guest operating system, where 

[17 ] . 

a) Host OS: The operating system is installed directly on 

a physical server. 

b) Guest OS: The operating system is installed on virtual 

machines on a physical server 

 

Fig 1. shows an actual server divided into virtual servers) 

shows an actual server divided into virtual servers. 

7. Resource Allocation 

Resource allocation technology is an important process for 

allocating resources based on user application 

requirements to achieve an optimum number of servers in 

use. Currently, cloud environments are heterogeneous and 

have physical servers from different companies, which 

means that cloud consumers are geographically dispersed 

and use various resources  [ 18] - [20 ]. Cloud computing 

provides a heterogeneous group of parallel and distributed 

computing services. Therefore, these computing resources 

must be secured because they include a computer, group of 

computers, network links, CPUs, or disk drives. The shared 

use of resources by consumers without strategy leads to a 

set of issues and challenges in the cloud environment. 

These challenges arise when there are a large number of 

simultaneous requests to a single server, which causes the 

server to malfunction because of overload, whereas other 

servers are idle. To address resource allocation to solve this 

problem. Allocating resources is a significant challenge 

because user demands change frequently. Because the 

main objective of resource allocation is to achieve the 

optimum use of resources and avoid system overload, 

increasing productivity in such a heterogeneous 

environment is a great challenge [21] - [ 23]  

a.  Objectives of resource allocation in cloud computing 

1- Load distribution: Load balancing and task scheduling 

are closely related in a cloud environment. The 

scheduling mechanism is responsible for the optimal 

allocation of resources considering both time and cost. 

Load balancing in a distributed environment is 

expressed in two levels: the first is the load on the 

physical machine, and the second is the load on the 

resource layers or virtual machines [24 ] - [ 26]. 

2- Quality of service: The goal of a computer system is to 

provide optimal services regardless of type. Resources 

are allocated according to the requirements for 

achieving quality services. 

3- Economic objectives: Cloud resources are globally 

distributed. This resource may belong to a particular 

organization, and this organization may follow its own 

management policy and thus have its own financial 

policy. Therefore, the cloud environment provides 

services that suit various needs and reasonable financial 

requirements. 

4- The best time to run: Tasks can be divided into 

different categories according to user requirements; 

therefore, the best time to run is assigned based on 

different objectives for each task. This indirectly 

improves the quality of the scheduling services in a 

distributed environment. 
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5- Productivity: Productivity in the cloud is a measure 

of performance. In addition, this is a goal that must be 

considered in the development of an economic model. 

Note that increased productivity is beneficial to both 

the user and the service provider. 

7.1 Resource Allocation Strategies 

A resource-allocation strategy is a set of activities that 

optimizes the use of resources within the boundaries of a 

cloud computing system to satisfy the requirements of 

cloud applications. The type and amount of resources 

required for each application must be considered in the 

resource allocation process. The following aspects must be 

avoided to achieve an effective resource-allocation process 

[ 27] - [29 ]. 

a) Resource contention: Two applications collide 

simultaneously to access the same resources. 

b) Scarcity of resources: Shortage or restriction of 

resources for applications. 

c) Resource fragmentation: Lack of integrity between 

the required resources or isolation of resources in the 

system. 

d) Over-provisioning: Allocating additional resources to 

one application, where other applications require 

resources. 

e) Under-provisioning: Allocating resources to an 

application that is less than required. 

 

7.2 Scheduling in Cloud Computing 

Resource scheduling in cloud computing is also known as 

resource allocation in cloud environments. Scheduling is 

an important task for cloud computing. In the cloud, every 

user may encounter several virtual resources to perform a 

task. In this case, the assignment of tasks to virtual 

resources by the user is impossible. Thus, the scheduling 

system is involved in various tasks to reduce response time 

and increase resource productivity, leading to increased 

performance. The purpose of scheduling is to allocate 

resources and increase the productivity of the shared 

resources  [30 ] - [32 ] . 

 

Fig 2. Scheduling tasks in the cloud environment 

7.3 Standards for resource allocation within the cloud 

environment 

There are two types of criteria that are categorized 

according to the wishes of the customer or provider: the 

preferences of the provider and customer [33] -[ 35]. 

riteria for allocating resources according to provider 

preferences 

1- Resource utilization: Resources should be used to the 

full extent by keeping them occupied as much as 

possible to maximize profit. 

2- Throughput: The number of tasks completed per unit 

time. 

3- Predictability: This consistency is represented by the 

response times to tasks. An unexpected response time 

may degrade the system's performance. 

4- Priority: Priority of the task to finish as soon as 

possible. 

5- Load balancing: Distribution of loads among all 

computing resources. 

6- Deadline: The time at which a task must be 

completed. 

7- Energy efficiency: Reducing the amount of energy 

used in an old application or service. 

 

riteria for allocating resources according to customer 

preferences 

1- The time required to complete the task. 

2- The total amount paid by the user to the provider for 

resource use. 

3- The time a task spends in the queue for an opportunity 

to be executed. 

4- The time taken to complete the task after sending it, 

that is, the sum of the waiting time and time spent 

performing the task. 

5- The last step in the execution of the task is the 

difference between the completion time and deadline 

for the task. 

6- The time required for the system to start responding 

after sending the task. 

 

8. Research Problem 

When there are a large number of simultaneous requests by 

users to one server in the cloud, this leads to server 

malfunction owing to overload, while other servers are in 

idle mode; in this case, there is no exploitation of resources 

in the cloud. Therefore, to solve this problem, we consider 

the allocation of resources in terms of consumption. 

Allocating resources is a significant challenge because user 

demands frequently change [36 ]. The main objective of 

resource allocation is to optimize the use of resources by 
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the server and to avoid system overload. Virtualization has 

been used to solve this problem. In the case of a number of 

tasks (requests to users) on one server and a number of 

virtual machines on the physical server, these tasks must 

be assigned to resources based on the requirements of the 

tasks. Therefore, on each virtual machine, a single task is 

executed, which is what occurs in the distributed 

environment in the task distribution process. Therefore, in 

this research, we will develop a methodology to calculate 

the optimal number of used nodes (multiple virtual 

machines or multiple virtual desktops) on the actual 

physical servers in virtualization based on the allocation of 

resources that are consumed to perform the tasks in the 

cloud so that there is speed in getting the tasks performed. 

Through linear programming, using simulations based on 

algorithms for placing virtual machines on actual physical 

computing servers, each physical server operates multiple 

virtual machines that are presented to users in order to save 

costs, optimize the use of resources, and avoid system 

overload [37 ] - [39 ]. 

9. Finding the Optimal Number of Nodes in the 

Distribution of Burdens For  

        the 

9.1 problem of transportation in cloud computing 

Linear programming (LP) is a mathematical technique 

used to determine the optimal solution for how a project 

will use its resources. The word "linear" indicates that the 

relationships between the variables are linear, while 

"programming" refers to the mathematical technique used 

to find the solution. In cloud computing, this type of issue 

is addressed to determine the optimal number of nodes for 

distributing the burden. A linear programming method was 

used to solve the problems related to the allocation of 

scarce resources. One of the alternatives uses the best 

allocation with the aim of maximizing the utility function 

of the decision maker by allocating the available resources 

in a way that achieves the maximum possible profits if the 

goal is profit maximization (profit maximization) or cost 

minimization. If the goal is to reduce costs, then cost 

minimization and a linear equation are used to solve the 

majority of transportation problems. Programming model 

based on reducing transportation cost. There are three main 

methods that operations research uses to solve linear 

programming problems: graph, algebraic solution, and 

simplex methods. In this study, the simplex method was 

used because it is characterized by a high degree of 

accuracy and efficiency in dealing with linear 

programming problems regardless of the number of 

variables. Linear programming is a transfer problem. To 

solve the transportation problem, there are several 

methods, including the Vogel method, to find the optimal 

solution. To facilitate the study of the problem and find 

solutions, we placed the transport problem in the form of a 

table. This table is called the transportation schedule 

because the transportation schedules are divided into two 

parts: cost schedules and schedules. Distribution schedules 

are quantities transferred from the source to the demand 

area. The concept of transforming the transfer problem into 

a linear programming model essentially transforms it into 

a target function. The objective function is expressed as 

follows: 

 

{
 
 

 
 Minimize = ∑ ∑ 𝑐𝑖𝑗 𝑥𝑖𝑗𝑛

𝑗=1
𝑚
𝑖=1

∑ 𝑥𝑖𝑗
𝑛
𝑖=1 = 𝑠𝑖     𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑛 .

∑ 𝑥𝑖𝑗
𝑚
𝑗=1 = 𝑑𝑗     𝑓𝑜𝑟 𝑗 = 1,2, … ,𝑚 .

  
  }

 
 

 
 

                         (1) 

                                                                                               

whereas: 𝑥𝑖𝑗  ≥ 0    ,  𝑥𝑖𝑗-is the quantity transferred from 

source I to region j.𝑐𝑖𝑗 -is the cost of transportation from 

source I to area j. 

𝑠𝑖 -is the amount of processing available in source i. 

𝑑𝑗 -is the quantity required for region j. 

The transfer table consisted of n rows and m columns. In 

the upper left corner of each cell, we will indicate the cost 

of 𝑐𝑖𝑗 to transfer a unit from si to 𝑑𝑗, and in the lower right 

corner, we will assign the transfer xij. 

Table 1. Shows the Transfer Process 

Transmissi

on points 

 

   S1 

 

   S2 

 

   … 

 

 Si 

 

   … 

 

  Sn 

 

Stores  

        

D1 c11 

x11 

c12 

x12 

… c1j 

x1j 

… c1n 

x1n 

D1 

D2 c21 c22 … c2j … c2n D2 
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x21 x22 x2j x2n 

… … … … … … … … 

Dj 
ci1 

xi1` 

ci2 

xi2 

… cij 

xij 

… cin 

xin 

Dj 

… … … … … … … … 

Dm 
cm1 

xm1 

cm2 

xm2 

… cmj 

xmj 

… cmn 

xmn 

Dm 

Needs  S1 S2 … Sj … Sn = djsi  

Table 2. Provides a Practical Example Illustrating the 

Transfer Process 

Transmission 

points 

S1 S2 S3 S4 Stores 

D1 2 3 2 4 30 

D2 3 2 5 1 40 

D3 4 3 2 6 20 

Needs 20 30 30 10 90 

 

9.2  Vogel’s approximation method 

This method is considered to be one of the best and most 

accurate because of its ability to reach the optimal solution 

or a solution close to the optimal solution, and we mean, 

by preference, to reach the optimal solution as soon as 

possible. Vogel’s method is also known as the penalty 

method. The method of punishment involves searching for 

column and next elements of the value for each column and 

row of the array. The difference between the two is called 

row or column penalty. Among all penalties, the penalty 

with the maximum value was selected. The minimum row 

or column element is included in the reference plan and the 

corresponding row or column is excluded. This process 

was repeated until all rows and columns were excluded. 

The set of distinct elements in each iteration constituted the 

reference plan. The sequence of the work in one iteration 

is shown in Figure (1). For the sake of selection, we assume 

that a square matrix of resources is provided m * m and that 

the number of processing nodes (workstations) in cloud 

computing is equal to q. Furthermore, all these tasks and 

the program are located in control of the decision in the 

control node (server), and let us symbolize it with the 

symbol c. At the first level, the server sends rows 

(columns) to workstations (nodes). The number of rows in 

each node depended on the number of nodes. At the second 

level, the workstations (nodes) process the received lines, 

looking for the maximum penalty between all lines sent by 

the server to the node. In the third level, the workstations 

send the maximum penalty and coordinates of the row 

(column) in which they are received to the server. At the 

fourth level, the server distributes the received penalties 

among the computational nodes to determine the 

maximum. The penalties were compared at the fifth level. 

At the sixth level, the search result for the maximum 

penalty is sent to the server. The server deletes the row 

(column) in which the maximum penalty is set and the next 

iteration joins. 

 

Fig 3. Chart for just one step of j repetition work to get 

the basic plan by using Vogel’s method 

Through Figure (3) we give the following terms:  

      P 𝑚
1  -The Transfer Process. 

1- is the transfer operation number (P) in the 

matrix. 

m- is the number of the row (column) in the array. 

      M𝑞
1   - processing process  

      M- is the number of the processing process  

      q-is the node number in cloud computing.  

      C-server. 
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      m= m,1 ― rows (m - number of lines). 

      q= q,1  ― Nodes (q - number of computer nodes). 

      J =
1,1 −m

 ― Repetition number in fine method.   

    As we know that: Rows = Columns. 

To determine the number of operations when executing this 

stage of the solution, we do the following: 

Т
j

p

,1

   - The time of sending rows (columns) in the array 

in terms of rows (columns) from the server to each 

computer node. 

The transfer time of the array can be expressed in terms of 

moving one element (primary transfer): 

If only rows (or columns only) are deleted, then   

 )1(2

1

,1
−−= jmmtТ p

j

p

  
         (2)

      
             

 

Where:
t p1- Time to move one item (initial transfer). 

But if the row and column are alternately deleted, then:

 















 −
−−−=

2

1
)1(2

1

,1 j
mjmtТ p

j

p

           (3)                       

If we take the average of the previous two equations, we 

get: 
















 −
−−−=

4

1
)1(2

.1
,1 j

mjmtТ p
j

p
            (4)                  

                                                                                  

 

Т
j

S
,1

- Time to find coupon for one row or column at one 

node. 

The processing time of a single row (column) in a single 

processing node can be expressed through elementary 

comparison operations such as:     

                       
   

11
,1 )1(2]1)2()1[( PP

j
S tjmtjmjmТ −−=+−−+−−=

     
                                            (5)                                                 

−2Pt  Time to perform a single comparison operation 

when searching for the lowest element and the next 

element.The time taken in one step to find a slip in each 

row (column) across the entire resource matrix of q-

processing nodes can be written as: 

CT = .

)12(,

),12(i,1
12

,1

,1









+−

+−












+







 +−

jmqifT

jmqfT
q

jm

j

S

j

S

             

(6)

                         

 

To find the minimum quantity estimate for the number of 

nodes (servers) in cloud computing, we use Martello-Toss 

estimation. Simultaneously, we add a time variable to 

estimate the dynamic default complexity. We assume that 

all private cloud computing servers are the same. 

That is:  

𝑪𝒋𝒌 = 𝑪𝒌, ∀𝒋 = 𝟏. ... 𝑴, 𝒌 = 𝟏. ... 𝑲                                 

(7)            

Also keep in mind that virtual machine resource 

consumption can change over time.   

in time t in order to   0≤ α ≤ 1
2
   . С𝐶𝑃𝑈 

We divided the group of active (t) virtual machines into 

subgroups. 

So a1(t), a2(t), a3(t): 

{
 
 
 

 
 
 

a1 (t)  =  {i ∈  active(t) | ai
(t)  >  СCPU –  α}

a2(t)  =  {i ∈  active(t) | СCPU −  α ≥  ai 
(t)  >  

1

2
∙  СCPU }

a3(t)   =  {i ∈  active(t) |
1

2
∙  СCPU ≥  ai(t)  >  α}

 
 
     }

 
 
 

 
 
 

      

 (8)          

And therefore: 

- Subgroup a1(𝑡) will consist of large devices 

- The a2(𝑡) subgroup of medium devices 

- Subgroup a3(𝑡) of small devices 

The lower estimate for the optimal number of servers 

would be: 

{M1
(α, t)  =  |a1(t)|  + |a2 (t)| +

 max (0,
[∑i∈a3(t)

ai 
(t)−(Ck∙

|a2(t)|− ∑i∈a2(t)
ai 
(t))]

𝐶𝐾
  }                     

(9)                  

It is also necessary to underestimate the optimal number 

of servers, taking into account the variable chosen  ∝: 

{
 
 

 
 

M2
(α, t)  =  |a1(t)|  + |a2 (t)|  +

 max (0,   

|a3(t)|  −∑i∈a2(t) 

C taik )(−

𝐶𝐾
∝

  

}
 
 

 
 

                           

(10) 

The obtained results are rounded to the nearest integer. 
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 The final optimal minimum estimate would be the 

number of servers: 

{M(t) = max (M1(∝, t),M2
(∝, t), 0 ≤∝ ≤

1

2
}                        

(11)            

In the case of a conservative estimate of the required 

number of servers, we assume that the peak values of 

resource consumption for all virtual machines occur 

simultaneously. We also assume that at this moment, the 

number of deployed virtual machines at its maximum. 

With this approach, we eliminate the potential fear of 

resource shortages on servers. The formulas for this 

approach are as follows: We assume:  

 |active  𝑚𝑎𝑥  | = max(|active (t)|).     

In the set 𝑎𝑐𝑡𝑖𝑣𝑒𝑚𝑎𝑥 the number of VMs is the 

maximum in this case: 

{a1𝑚𝑎𝑥 = 𝑖 ∈ 𝑎𝑐𝑡𝑖𝑣𝑒𝑚𝑎𝑥  |max (a𝑖(𝑡)) > 1−∝}               

(12) 

{a2𝑚𝑎𝑥 = 𝑖 ∈ 𝑎𝑐𝑡𝑖𝑣𝑒𝑚𝑎𝑥  |1−∝≥ max (a𝑖(𝑡)) >
1

2
}           

(13)                  

{a3𝑚𝑎𝑥 = 𝑖 ∈ 𝑎𝑐𝑡𝑖𝑣𝑒𝑚𝑎𝑥  |
1

2
≥ max (a𝑖(𝑡)) >∝}               

(14)                 

An underestimate of the optimal number of servers: 

{M1max(α)
= |a1𝑚𝑎𝑥

|  +

|a2𝑚𝑎𝑥
| max (0,

[∑ i
∈
a3𝑚𝑎𝑥max(ai 

(t)
 
)−(Ck∙

|a2𝑚𝑎𝑥|− ∑i∈
a2𝑚𝑎𝑥max (ai 

(t))]

𝐶𝐾
}     

(15) 

{
 
 

 
 

M2max(α)
= |a1𝑚𝑎𝑥

|  +

|a2𝑚𝑎𝑥
| max (0,

|a3𝑚𝑎𝑥
|  −∑i∈

|a2𝑚𝑎𝑥
|
 

Ck (t)) max(ai−

𝐶𝐾
∝

}
 
 

 
 

     

  (16)                                  

{M𝑚𝑎𝑥
= max (M1 𝑚𝑎𝑥(∝),M2 𝑚𝑎𝑥(∝), 0 ≤∝ ≤

1

2
}     

(17) 

A more realistic estimate can be obtained using the 

formulas 8–10 at the time t provided: 

{∑ 𝑥𝑖𝑗(𝑡′𝑖∈𝑎𝑐𝑡𝑖𝑣𝑒(𝑡) ). 𝑎𝑖(𝑡′) =

𝑚𝑎𝑥𝑖∈𝑎𝑐𝑡𝑖𝑣𝑒(𝑡)(∑ 𝑥𝑖𝑗(𝑡). 𝑎𝑖(𝑡)}   (18) 

The research evaluates the total server load at time t as the 

maximum value. The required number of computing 

servers is important and allows the determination of the 

minimum number of required resources. It is clear that a 

higher estimate for the optimal number of servers can be 

obtained by multiplying the result obtained by (10) by the 

parameter R, which depends on the algorithm used to place 

the virtual machines on the servers. The R parameter is the 

accuracy of the algorithm based on resource consumption 

and is calculated using the following formula: 

𝑅 =    
𝐿

𝑂𝑃𝑇
                                                                   (19)       

L- The number of servers generated by the algorithm 

OPT- Optimum number of servers. The optimum number 

of virtual servers or virtual nodes in the virtual 

environment to be placed on the physical server to run 

virtual servers that are presented to the user to save costs, 

optimize the use of resources, and avoid system overload.
 
From here we find: 

Optimal =    
L

R
                                                      (20)                      

Where: 

Optimal-The number of optimal servers required based on 

the optimal mode of virtual machines 

L-The number of virtual machines required is based on 

resource consumption by algorithms for placing virtual 

machines on the server. 

R-Accuracy of the algorithm in placing the virtual machine 

on the server based on resource consumption and 

processing time to search for the coupon. 

Check the methodology for calculating the optimal number 

of servers required based on the optimal virtualization 

made the virtual machine. If you want to manage physical 

resources, then you have to perform virtualization, which 

runs multiple virtual servers on one physical server to save 

costs, optimize the use of resources, and avoid system 

overload, must be performed to manage physical resources. 

These virtual machines are independent servers; however, 

they share the CPU, memory, hardware, network card, and 

other resources with the actual server. A machine is usually 

called a host, whereas a virtual machine is called a guest. 

The virtualization of physical resources is performed 

through the hypervisor of the virtual machine monitor. 

Hypervisor software was divided into two categories. In 

the first category, the software runs directly on the physical 

machine, and the virtual machine operates on the virtual 

machine monitoring software. In the second category, the 

Linux operating system is first installed on the physical 

machine, and then the hypervisor is installed on the 
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operating system to create and manage the virtual 

machines. Therefore, to determine the number of virtual 

nodes in the physical server, algorithms for placing virtual 

machines on the server were used to test the extent of 

resource consumption and processing time. Therefore, the 

algorithms for placing virtual machines were tested using 

both offline and online algorithms. To perform the test, we 

used the problem size to search for coupons usingVogel’s 

method 100 *100,200 * 200, and 300 300*.                                                                                            

Table (3) shows the number of nodes required (virtual 

servers on the physical server) to search for coupons in the 

Vogel method in the case of algorithms for putting virtual 

machines in the offline algorithm 

 

 

Table 3. Number of Nodes Required (virtual servers on the physical server) to Search for Coupons in the Vogel Method 

in the Case of algorithms for Putting virtual Machines in the Offline al  

 

 

 

 

 

Fig 4. Shows the number of virtual nodes to be placed on the physical server in the cloud in the case of algorithms for 

placing virtual machines in the offline state. 
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We note that the algorithm for placing virtual machines on 

the physical server in the case of using the NFD algorithm 

in the offline algorithm led to a decrease in the number of 

virtual nodes on the physical server by 6.4%. 

 

Fig 5. Shows the processing time depending on the size of the issue allocated to it from the resources in the case of 

algorithms for placing virtual machines offline. 

 

Fig 6. Shows the optimal use of resources in a virtual environment based on algorithms for placing virtual machines on 

computing servers in an offline state. 
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algorithm for placing virtual machines on the server in the 

case of offline algorithms, which is the NFD algorithm, 

where the value of L=6 nodes, the value of t=0.55, and the 

value of R= 1.700 . The issue is to search for the 300*300 

coupon. Thus, based on Equation (17), it becomes clear 

that the ideal number of virtual servers based on the 

optimal mode of virtual machines is four nodes.Table (4) 

shows the number of nodes required (virtual servers on the 

physical server) to search for coupons in the Vogel’s 

method in the case of algorithms for placing virtual 

machines in the case of online algorithm 
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Fig 7. Shows the number of virtual nodes to be placed on the physical server in the cloud in the case of online VM 

algorithms. 

To find R, which is the accuracy of the algorithm for 

putting virtual machines on the server based on resource 

consumption and processing time, to find the coupon using 

Vogel's method, we also use the given problem size that 

was used previously. 

 

 

Fig. (8) In the case of online virtual machine mode algorithms, the processing time is indicated by the amount of 

resources allocated to the issue 
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Fig 9. Shows the optimal use of resources in the virtual environment based on algorithms for placing virtual machines on 

computing servers in an online state. 

From Figures (7,8,9) and Table (2), we deduce the best 

algorithm for placing virtual machines on the server in the 

case of online algorithms, which is the NF algorithm, 

where the value of L = seven nodes, the value of t = 0.59, 

and the value of R = 2.145, which was noticeable in the 

case where the size of the issue was to search for the 

300*300 coupon. Thus, based on Equation (17), it is clear 

that the ideal number of virtual servers based on the 

optimal mode of virtual machines is three nodes. 

10. Conclusion 

Experiments have shown that the optimal number of virtual 

servers to be placed on the physical server to be presented 

to the user are the advantages of using algorithms to place 

virtual machines on computing servers online to save 

money, make maximum use of resources, and avoid system 

overload. This can be seen through experiments in the case 

of online algorithms for placing virtual machines on the 

actual server. It was concluded that the NF algorithm is the 

best in the case of issue size 300*300, number of nodes 

L=7 nodes, time T=0.59, and algorithm accuracy R=2.145. 

It turns out that the optimal number of virtual servers to be 

placed on the physical server is three nodes. As it was also 

observed in the case of offline algorithms for placing 

virtual machines on the actual server, it was concluded that 

the NFD algorithm is the best in the case of problem size 

300 * 300, number of nodes L = 6 nodes, time T = 0.55, 

and algorithm accuracy R = 1.700. The optimal number of 

virtual servers to be placed on the physical server is four 

nodes. This indicates that online algorithms for placing 

virtual machines on the physical server work better in 

cloud computing. 
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