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Abstract: This comparative analysis delves into the dynamic landscape of deepfake technology and its intricate relationship with image 

forensics. Focused on advanced machine learning methodologies such as autoencoders, GANs, and CNNs, the exploration reveals both 

unprecedented possibilities and formidable challenges. While technical advancements showcase innovative solutions with notable 

accuracies, ethical concerns surrounding potential misuse highlight the urgency for robust detection methods. The versatility of approaches 

extends beyond detection to applications like image manipulation detection. Evaluation methods, combining subjective assessments and 

objective evaluations, stress the importance of a holistic understanding of deepfake challenges. This analysis offers a comprehensive 

snapshot of deepfake detection, showcasing significant strides in countering synthetic media threats. Sustained collaboration, innovation, 

and interdisciplinary approaches are deemed crucial for staying ahead in the ongoing battle against deepfake misuse. 

Keywords: Deepfake Technology, Detection Methods, Ethical Concerns, Image Forensics, Machine Learning Methodologies 

 

1. Introduction 

The digital age has introduced profound innovations in media 

synthesis, with one of the most prominent being the emergence of 

deepfakes. Deepfakes represent a novel form of synthetic media 

wherein digital techniques are employed to seamlessly replace an 

individual's likeness with another, thereby creating highly 

deceptive visual and audio content. Unlike traditional methods of 

creating manipulated content, deepfakes harness the capabilities of 

advanced machine learning and artificial intelligence.  

Central to the creation of deepfakes are sophisticated machine 

learning methodologies, predominantly rooted in deep learning 

paradigms [1]. They include the application of generative neural 

network designs, such as generative adversarial networks (GANs) 

and autoencoders [2]. However, the rapid proliferation of 

deepfakes has also prompted the evolution of image forensics—a 

domain dedicated to developing robust techniques capable of 

detecting and discerning manipulated visual content.  

The implications of deepfakes extend far beyond their technical 

ingenuity. They have become a focal point of ethical and societal 

concerns, particularly due to their potential misuse [3]. Instances 

ranging from the creation of illicit content, such as child 

exploitation materials and non-consensual intimate imagery [4], to 

the propagation of misinformation, hoaxes, and financial fraud, 

underscore the urgency of addressing this issue. The dissemination 

of disinformation via deepfakes poses a significant threat to 

democratic principles, as it can erode trust, manipulate public 

opinion, and impede informed decision-making processes.  

Recognizing these multifaceted challenges, both industry 

stakeholders and governmental bodies have initiated efforts to 

mitigate the adverse impacts of deepfakes. This comparative 

analysis aims to explore the intricate interplay between deepfakes 

and image forensics, examining the methodologies employed, the 

detection mechanisms developed, and the broader implications for 

society and democracy. 

2. Literature Survey 

The surge in deepfaking as a tool for spreading disinformation 

necessitates the development of robust identification methods to 

counter potential global threats. While not all deepfake content is 

malicious, the imperative to identify such manipulations is vital for 

preserving societal integrity. This research [5] contributes a 

reliable method for deepfake image identification, leveraging 

advanced Deep Learning (DL) and Machine Learning (ML) 

techniques. Using DL and ML, the study presents a novel 

framework that outperforms current systems in terms of accuracy, 

making it stand out. During picture preprocessing, the technique 

uses Error Level Analysis (ELA) to detect pixel-level 

modification. Convolutional Neural Networks (CNNs) are then 

used to extract features. Classification is achieved through Support 

Vector Machines (SVM) and K-Nearest Neighbors (KNN). The 

_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________ 

1 Professor, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0000-0002-6480-2796  
2 Assistant Professor Shah & Anchor Kutchhi Engineering College, 

Chembur, Mumbai, Maharashtra, India 

ORCID ID :  0000-0001-7547-6351  
3 Professor, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0009-0001-0363-9809  
4 Founder & Global President, CyberPeace Foundation, Delhi, India 

ORCID ID :  0009-0000-3806-7380  
5 Student, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0009-0005-4065-4361  
6 Student, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0009-0002-1394-7992 
7 Student, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0009-0003-1266-3709 
8Student, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0009-0006-0935-6865 
9 Student, Shah & Anchor Kutchhi Engineering College, Chembur, 

Mumbai, Maharashtra, India 

ORCID ID :  0009-0000-9677-9175 

* Corresponding Author Email: shwetambari.borade@sakec.ac.in 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(16s), 49–58  |  50 

proposed technique achieves a notable 89.5% accuracy using 

ResNet18's feature vector and SVM classifier, demonstrating 

robust real-time deepfake detection. Future research directions 

include exploring alternative CNN architectures on video-based 

datasets and acquiring real-life community-based deepfake 

datasets to enhance model utility and robustness. This 

groundbreaking work empowers individuals to rapidly assess 

image authenticity, fostering a more discerning public in the face 

of potential fake victimization.  

This research [6] presents a unique algorithm for identifying 

deepfake face films. Experiments on three publicly available 

datasets demonstrate the algorithm's superiority over current state-

of-the-art techniques. Because it incorporates a spatiotemporal 

attention mechanism, improves temporal information prior to 

dimension reduction, and uses ConvLSTM to take structural 

information into account during temporal modeling, the new 

technique performs better than previous ones. Although the 

approach extracts more detailed temporal characteristics, its 

capacity to generalize may be hampered by overfitting due to the 

increased model complexity. As such, future efforts will 

concentrate on improving the algorithm's capacity for 

generalization. Moreover, the study proposes an extension to 

detect encrypted deepfake videos for privacy protection, since 

current algorithms, including the proposed one, only handle 

deepfake video detection in plain text.  

PRRNet is a revolutionary network for face forgery detection that 

is presented in this study [7]. PRRNet uses the interaction between 

altered and original regions at many levels to its advantage when 

localizing face forgeries. The model does this by recording feature 

similarity between every pair of pixels by pixel-wise relation 

capture, which improves the discriminant ability of local features. 

Furthermore, it employs various criteria to assess discrepancies at 

the area level in order to efficiently identify facial fraud. PRRNet 

performs exceptionally well in the detection of face forgeries and 

shows resilience in a range of image quality conditions. Even still, 

our method has limits, especially when dealing with completely 

synthetic images, which makes it difficult to detect manipulation 

based only on inconsistencies, even though our methodology 

produces promising results. Investigating inter-frame 

discrepancies in phony videos offers an attractive avenue for future 

research to better face forgery detection.  

This study [8] addresses the escalating concern of deepfake 

technologies contributing to the proliferation of fake news, 

emphasizing the imperative need for efficient deepfake detectors 

within multimedia forensic systems. Recognizing the notable 

inconsistency in texture patterns resulting from deepfaking 

processes, this paper introduces a novel CNN-based model, named 

LBPNet, which specifically focuses on texture-based analysis for 

deepfake detection. LBPNet is trained using Local Binary Pattern 

(LBP) patterns extracted from faces. The FF++ dataset's deepfake 

movies demonstrate a noteworthy accuracy of 99% for the model, 

which has undergone extensive evaluation across a variety of 

benchmark datasets. DFDC (80%) and CelebDF (92%) are two 

notable datasets on which the suggested technique shows 

remarkable accuracy in identifying deepfakes. This paper also 

looks into how well deepfakes produced by user-friendly apps like 

FaceApp and FOM function. LBPNet's resilience and applicability 

are highlighted by the results, especially when it comes to 

compressed videos that have been altered using different 

techniques and at varying compression levels. Prospective 

developments in deepfake detection techniques could be realized 

by extending the study's recommendations to analyze texture 

discrepancies not only inside a single frame but also over frame 

sequences.  

This study [9] addresses the challenge of detecting AI-enhanced 

fake face images that elude existing CNN-based methods due to 

their fixed structure. To overcome this, we propose the AMTEN 

module, a pre-processing step using convolution layers as 

predictors for image manipulation traces, with adaptive weight 

updates during back-propagation. Integrated with CNN, 

AMTENnet achieves superior detection accuracy and 

generalization capabilities. In experiments simulating practical 

forensics scenarios, AMTENnet outperforms MISLnet by 

approximately 7.61% on the HFF dataset, credited to AMTEN's 

enhanced residual extraction. The study explores strategies for 

enhancing detector robustness, acknowledging differences from 

real-world cases, such as AI-generated images on social media 

platforms. Future work involves collecting real-world samples 

from social media to improve robustness, and AMTEN's potential 

as a basic residual predictor for other face forensic tasks is 

highlighted.  

This paper [10] presents a neural network-based approach for 

video classification, distinguishing between Deepfake and original 

content with a high confidence level. Following an extensive 

literature survey on existing algorithms, the project's design is 

outlined, providing a comprehensive background on the 

technology and rationale behind its application. A thorough 

description of the model's methodology is provided, emphasizing 

how ResNext CNN was used for frame-level feature recognition 

during training on the Celeb-DF dataset. When using LSTM for 

video frame comparison, the model's efficiency and prediction 

results are shown in screenshot form, with an average accuracy of 

91 percent. The need to address the simplicity of Deepfake 

generation is highlighted by the concerning spread of fake news on 

social media platforms. Because of this, the trained model may be 

included into a mobile application, enabling users to instantly 

verify media material even when they are not online. The objective 

of this preventive approach is to limit the spread of misleading 

information via digital media manipulation.  

By combining machine-generated texts using different Language 

Model Models (LLMs) and selecting texts from a variety of writing 

assignments, this study [11] creates an extensive testbed for the 

identification of deepfake text. Annotators who are human are just 

somewhat better at identifying machine-generated texts than 

random guessing. Deepfake text detection in a real-world testbed 

presents a difficult task, as demonstrated by empirical evaluations 

using typical detection methods. Supervised Pre-trained Language 

Model (PLM)-based techniques consistently outperform other 

methods among those studied. Detection in situations when 

distribution is not optimal poses an extra challenge for practical 

implementation. Promisingly, though, changing the decision limit 

greatly improves out-of-distribution performance, indicating that 

deepfake text detection is feasible in real-world scenarios despite 

its inherent difficulties.  

The Celeb-DF dataset, a sizable and difficult large-scale dataset 

created for the development and assessment of DeepFake detection 

techniques, is presented in this study [12]. The dataset attempts to 

bridge the gap in visual quality between real-world DeepFake films 

and previous DeepFake datasets. By conducting an extensive 

Celeb-DF performance review, we demonstrate the necessity for 

major advancements in the state-of-the-art DeepFake detection 

techniques. Upcoming projects include growing the Celeb-DF 

dataset and improving the visual quality of videos by refining the 

synthesis algorithm's efficiency and model structure. Furthermore, 

we suggest including anti-forensic techniques into the Celeb-DF 

dataset in order to predict and counteract potential 
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countermeasures, given that forgers may use these techniques to 

hide evidence of DeepFake synthesis.  

This study [13] explores the enhancement of DeepFake detection 

results through the implementation of appropriate deep ensembles, 

focusing on the DeepFake Detection Challenge (DFDC). 

Demonstrating notable improvements, our approach achieves a 

41% reduction in log loss and a 2.26% increase in accuracy on the 

public test set from the DFDC. Furthermore, on an external dataset, 

our method improves log loss by 21% and accuracy by 3.44%. 

Emphasizing the significance of data augmentations during 

training, we observe that even the best methods struggle with 

generalizability, especially when confronted with a different 

dataset containing previously unseen deepfake videos. 

Acknowledging the importance of interpretability and 

explainability in AI, we assert the need to address these aspects, 

not only for deepfake detection but across various AI applications. 

We propose that advancing the understanding of model predictions 

and exploring the complementarity of utilized architectures are 

essential steps toward solving the challenge of generalization in 

deepfake detection methods.  

In order to improve accuracy and model generalization, this work 

[14] presents an ensemble learning-based approach for deepfake 

detection that integrates a variety of data, including texture, 

spectrum, and gray gradient variables. Extensive studies show that 

our method outperforms various state-of-the-art techniques in 

terms of detection accuracy. We plan to expand the use of our 

approach in future studies to include different forensic and image 

modification detection methods in addition to deepfake detection. 

This demonstrates our ensemble learning methodology's 

adaptability and potential influence in broader picture analysis and 

modification detection domains.  

In this study [15], a unique method for identifying DeepFakes—

artificially generated false face photos or videos—is presented. 

Taking advantage of the intrinsic constraints of DeepFake 

techniques, which yield face images with limited resolutions and 

defined sizes, our method concentrates on the following blurring 

and transformations needed to match generated faces to those in 

the source video. The artifacts that occur from additive blur and 

transformations can be efficiently recognized by employing the 

Haar Wavelet transformation to detect discrepancies between the 

Region of Interest (ROI) and the remaining portion of the image. 

Our approach is shown to be effective through experimental testing 

on a collection of DeepFake movies. But since there isn't a single, 

flawless answer, we stress the importance of developing methods 

that can withstand common image processing operations like 

rotation, scaling, and blurring. Unfortunately, there are trade-offs 

associated with accurate approaches that need to be carefully 

considered. These include computational complexity and use of 

resources.  

This research [16] uses both subjective and objective evaluations 

to provide a thorough analysis of several deepfake video 

categories, from blatantly phony to extremely genuine. The films 

were evaluated by 60 human volunteers and two deepfake 

detection algorithms based on Xception and EfficientNet models. 

The movies were manually pre-selected from the Facebook 

database. The FaceForensics++ and Celeb-DF deepfake datasets 

were used to pretrain each of these models independently. 

Subjective analyses showed that in 75.5% of situations, people 

were misled by convincing deepfakes. On the other hand, 

algorithms demonstrated a clearer understanding of deepfakes than 

did human participants. Although computers had trouble 

identifying videos that people would clearly see as fraudulent, with 

the right training set and threshold, they could correctly identify 

difficult videos that confused people. This study shows that 

deepfakes, particularly when spread online, have become so 

realistic that most people are confused by them. A notable 

omission from this study is an investigation of the image areas or 

artifacts that affect both algorithmic and human perception. 

Avoiding anthropomorphizing machine vision & human vision is 

essential because they are essentially unrelated and different from 

one another.  

By contrasting it with RGB channel-based research, this paper [17] 

examines the effectiveness of Gray channel-based deepfake 

detection. A thorough review was conducted using a variety of 

deepfake datasets, deep learning models, and assessment 

indicators. The findings show that, when compared to RGB 

channel-based analysis, Gray channel-based analysis achieves 

equivalent or better detection accuracy while requiring less 

detection time. This demonstrates the efficacy of deepfake 

detection using Gray channels and provides information for 

improving detection performance. The effects of different 

conversion techniques from RGB to gray channels on the 

performance of deepfake detection will be investigated in future 

research lines. We will also look into how brightness variations 

within the Gray channel affect the detection of deepfakes. 

Additionally, a model using deep learning optimized for deepfake 

detection based on the Gray channel will be designed and 

developed.  These endeavors aim to advance the understanding and 

capabilities of deepfake detection methodologies.  
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Paper  Conclusions  Results  Methods Used  Limitations  Contributions  

[5] - The proposed approach detects deepfake photos with the best 

accuracy of 89.5%.  
- The method employs CNNs, SVM, KNN, and ELA for 

classification and detection.  

- The system is able to instantly identify deepfake photos. 
- Future research will examine CNN architectures using datasets 

based on videos.  

- The highest accuracy recorded 

was 89.5%.  
- Real-time deepfake picture 

detection is possible with the 

proposed technology.  

N/A  N/A  N/A  

[6] - The paper proposes a spatiotemporal attention mechanism to 
enhance temporal correlations.  

- The ConvLSTM is used to replace the LSTM for better feature 

analysis.  
- The proposed approach addresses the limitations of existing 

algorithms for deepfake video detection.  

- The proposed algorithms 
outperform the most advanced 

algorithms.  

- Better performance is shown by 
the experiments conducted on three 

popular datasets.  

- Detection algorithms for deepfake 
videos  

- Multiple instance learning  

- Two-stream convolution network 
- Xception-LSTM architecture  

- Bi-LSTM for enhanced temporal 

information modeling  
- Enhancement of spatial feature 

extraction  

- Spatiotemporal attention 
mechanism  

- ConvLSTM for spatial and 

temporal feature analysis  

- The error rate of algorithms that 
exclusively identify intra-frame 

discrepancies is considerable.  

- Deepfake video manipulation 
technologies make it challenging to 

ensure consistent frame rates.  

- When extracting features, spatial 
and temporal features are not 

mixed.  

- Algorithms that rely on biological 
data are restricted to specific facial 

regions.  

Two unnoticed disadvantages of 
the Xception-LSTM architecture 

are the absence of structural 

information analysis and the loss of 
temporal correlations.  

- The optical flow approach is 

restricted to tiny movements and 

brightness constancy assumptions.  

- The non-local attention approach 

uses a lot of memory.  
- For spatial feature analysis, the 

ConvLSTM approach has tiny 

receptive fields.  

N/A  

[7]  - On three datasets, the proposed PRRNet produces fresh, 

cutting-edge results.  

- Accuracy on low-quality Face-Forensic photos was 86.13%.  
- Shown resilience to varying image characteristics.  

- Concentrates on using spatial relations and inconsistencies to 

effectively detect face forgeries.  
- Learns intricate discrepancies via deep learning as opposed to 

using hand-crafted features. 

- Three datasets yielded new, 

cutting-edge discoveries.   

- 86.13% accuracy on face-
forensics low-quality photos   

- The robustness of the method as 

shown by the various image 
attributes 

- The early approaches emphasize 

handcrafted characteristics and 

imperfections.  
- Deep learning is being used for 

image forgery detection in recent 

publications.  
- A network named the Pixel-

Region Relation Network 

(PRRNet) is being proposed.  
- Relationships at the pixel and 

region levels are captured by two 

relation modules. 

- Handcrafted features don't work 

well enough to detect image 

forgeries.  
- The relationship between the 

altered and original regions is not 

effectively utilized by deep 
learning techniques.  

- On three datasets, the suggested 

PRRNet achieves state-of-the-art 
performance. 

- Introducing the Pixel-Region 

Relation Network (PRRNet), a 

brand-new network.  
- Making use of spatial 

relationships and discrepancies to 

detect face fraud.  
- Presenting the Region-wise 

Relation (RR) and Pixel-wise 

Relation (PR) modules.  
- Obtaining intra-image 

relationships at the region and pixel 

levels.  
- Reaching cutting-edge results on 

three substantial datasets. 
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[8]  - A deepfaked face detection algorithm is proposed in the study.  
- Both self-created and benchmark datasets are used to assess the 

technique.  

- Activation map visualization and cross-dataset performance 
analysis are offered.  

- The study talks on the potential scope and the shortcomings of 

the suggested strategy.  

NA  - A feature extractor & 
classification model are included in 

the suggested methodology for 

deepfaked identification of faces.  
- Deepfake detecting method based 

on the facial region's texture pattern 

detail.  
- Deepfake detection was achieved 

by using texture-based LBP-coded 

histograms. - Xception and 
ResNet50 models are trained using 

a combination of LBP-image and 
Gaussian filtered data.  

The addition of LBP-layers 

between the ResNet and GramNet 
model layers.  

- Certain datasets contain low-
quality deepfake movies that have 

visual irregularities.  

– Few cutting-edge techniques 
evaluated on authentic deepfaked 

videos.   

- Deepfaked face detection is a 
major area of contribution.  

- A feature extractor and a 

classification model are part of the 
suggested methodology.  

- Different benchmark datasets are 

used to assess the technique.   

[9]  - The AMTENnet model's average detection accuracy and RER 

with various structures or parameters presented.  

- Multiple FIMs were detected using AMTENnet.  
- The AMTENnet model's design was discussed.  

- The AMTENnet and cutting-edge works were compared.  

- Looking for methods to make AMTENnet more resilient under 
challenging situations.  

- The suggested AMTENnet 

model's average detection accuracy 

and RER are provided.  
Compared to previous works, 

AMTENnet obtains a greater 

detection accuracy.  
- Post-processing techniques used 

to mimic real-world facial image 

forensics.  
- AMTENnet's capacity for 

generalization is investigated.   

- AMTENnet - Hand-Crafted-Res 

(with initialization method 

Gaussian replaced with Xavier)  
- MISLnet (with adjusted step size)  

- JP (post-processing method with 

quality factor set to 60)  
- ME (post-processing method with 

kernel size set to 5x5)  

- SRM - Constrained-Conv  

N/A  N/A  

[10]  - Developed deep learning model achieves differentiation 
between real and fake videos.  

- Training loss is less than validation loss, indicating good 

learning.  
- Training accuracy is higher, indicating successful model 

training.  

- LSTM achieves an average accuracy of 91% for video frame 
comparison.  

- Trained model can be integrated into a mobile app to detect 

media authenticity.  

- Two graphs show loss and 
accuracy during model training.  

- Model's performance analyzed 

through training and validation 
error graphs.  

- Training loss is less than 

validation loss, indicating good 
learning.  

- Training accuracy is higher, 

indicating good model 
performance.  

- Prediction results show 

differentiation between real and 
fake videos.  

- LSTM achieved an average 

accuracy of 91% for video frame 
comparison.  

- Trained model can be integrated 

with a mobile app to detect 
authenticity of media.  

- Google Colab is used for 
collaborative editing and training 

models.  

- Machine learning libraries are 
used for training proposed models. 

- ResNext CNN is used for frame 

level feature detection. 
- LSTM is used for comparing 

video frames.  

- The trained model can be 
integrated with a mobile 

application.  

N/A  N/A  
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[11]  - The paper uses large language models to generate machine-
generated texts.  

- Three types of prompts are used to feed the language models.  

- The paper analyzes perplexity bias and detection performance 
of the Longformer detector.  

- Average perplexity of properly 
and wrongly predicted texts is one 

of the results.  

The distribution of perplexity in 
texts produced by machines and by 

humans.  

- Detection performance is 
improved by refining the decision 

boundary with 0.1 of in-domain 

data.  
- Using 0.1 of in-domain data to 

reselect the decision boundary 
improves detection performance.  

- 13.20 AvgRec score improvement 

in the Unseen Domains 
configuration.  

- Gathering handwritten writings 
from many fields - Establishing a 

large-scale testbed for the 

identification of deepfake texts  
- Producing deepfake texts using 

different LLMs - Using 10 datasets 

that span a variety of writing jobs  
- 27 LLMs were employed to create 

deepfake texts.  

- Six testbeds ranging in 
untamedness and degree of 

detection complexity  
- Detect-based zero-shot classifier-

GPT: GPT-J-6B is the scoring 

model; -T5-3B is the mask infilling 
model;  

-Decision boundary set using the 

validation set  

N/A  N/A  

[12]  - A thorough analysis of DeepFake detection on Celeb-DF and 
additional datasets.  

- Celeb-DF comparison with available DeepFake datasets.  

- An assessment of the DeepFake detection techniques currently 
in use.  

There is space for advancement in DeepFake detection 

techniques.  
Increase the size of the Celeb-DF dataset and enhance the visual 

clarity.  

- The Celeb-DF takes anti-forensic methods into consideration. 

- Thorough assessment of 
DeepFake detecting techniques' 

performance  

- Celeb-DF comparison with 
available DeepFake datasets  

- Determining where the present 

DeepFake detection techniques 
might be improved  

Extension of the Celeb-DF dataset 

and enhancement of the synthetic 

video's visual quality are required.  

Examining the Celeb-DF dataset 

for anti-forensic techniques. 

- MesoNet (Meso4 and MesoIncep) 
trained on undisclosed DeepFake 

datasets; - Two-stream CNN 

employing GoogleNet InceptionV3 
model trained on SwapMe dataset  

N/A  N/A  
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[13]  - Deepfake is a widely studied research topic with increasing 
articles.  

- Methods for creating deepfakes include auto-encoders and 

GANs.  
- Deepfake generation has become less resource-intensive.  

- Various detection methods for deepfakes exist but no universal 

method.  
- Deepfake detection models must be robust to adversarial 

attacks.  

- Diverse and rich databases of deepfakes are being made 
available.  

- When switching from only one 
approach to an ensemble of two 

models, the results dramatically 

improve.  
- With the exception of RF, all 

merging strategies are superior to 

fusion by vote.  
- The MLP method yields the best 

ensemble, with a log-loss of 

0.1221.  
When combining all models, the 

best single model's performance 
can be outperformed by over 41.  

- The log-loss can already be 

improved by 40 by assembling just 
three models.  

- Each fusion strategy's accuracy is 

increased for every ensemble.  
As the accuracy drops when 

combining all four models, it is not 

necessary to assemble them all.  
- The only technique that 

deteriorates performance for all 

ensemble types is AdaBoost.  
- The first, second, and fifth 

solutions with a log-loss of 0.4608 

make up the optimal ensemble 
when using AdaBoost.  

- Auto-encoders  
- Generative Adversarial Networks 

(GANs)  

- FSGAN 
- StyleGAN  

- PGGAN  

- Error rate between 7 and 10 (false 
positives and false negatives)  

- Limited similarity between 

different solutions  
- Fifth solution has different 

architecture (3D-CNN) compared 

to others  

- Researching deepfakes and the 
problems they present  

- Creating techniques for detecting 

deepfakes  
- Publishing databases devoted to 

deepfakes  

- Putting up fresh ideas for creating 
deepfakes  

- Reimplementing the challenge's 

top five solutions  
- Finding the proportion of false 

positives & false negatives that are 
shared; re-running every solution 

on a 5000-video public test set; and 

obtaining a new rating upon re-
implementation  

[14]  - Different features were analyzed to detect deepfake images.  

- Neural network features performed poorly when testing on 

different deepfake models.  
- Facial landmark point features, spectrum features, and texture 

features were selected for ensemble learning.  

- The proposed method improved the accuracy and 
generalization of deepfake detection.  

- Proposed a heterogeneous feature 

ensemble learning method for 

deepfake detection.  
- Extracted three heterogeneous 

features to improve accuracy and 

generalization.  
- Tested samples generated by 

various deepfake models.  

- Experimental results showed 
effectiveness of the approach.  

- Convolutional neural network 

features  

- Facial landmark point features  
- Spectrum feature - Texture feature  

N/A  - Outlining a plan to use 

heterogeneous feature ensemble 

learning to identify deepfake 
images.  

- Retrieving texture, spectrum, and 

gray gradient properties from 
photos of real and phony faces.  

- Combining the features using a 

flattening procedure to get an 
ensemble feature vector.  

- Constructing a back-propagation 
neural network to train a deepfake 

detector using the feature vector.  

- Achieving superior detection 
accuracy in comparison to multiple 

cutting-edge deepfake detectors.  



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(16s), 49–58  |  56 

[15]  - The study suggests a novel Haar wavelet transform-based 
DeepFake detection technique.  

- To identify manipulation, the approach examines blur 

inconsistencies and edge sharpness.  
- The suggested method's efficiency is demonstrated by the 

experimental findings. 

- DeepFake generated movies from the "UADFV" dataset are 
used to test the approach.  

- results section presents the 
experimental results of the 

suggested method.  

- Figs show a DeepFake video used 
as an example of the suggested 

procedure. 

- The Haar wavelet transform-
based DeepFake detection 

technique  

- DeepFake in video frames is 
detected using the Haar wavelet; - 

The extent of the blurred image is 

determined using edge sharpness 
analysis.  

- No comprehensive approach or 
plan for an entirely universal fix. 

Techniques that are resilient to 

rotation, scaling, and blurring are 
required.  

- Certain methods that are accurate 

need a lot of resources and have a 
high computational complexity. 

- The fabrication of fictitious digital 
videos has become easier because 

to advanced picture editing and 

GAN techniques.  
- The speed at which machine 

learning and computer vision are 

developing has slashed the time it 
takes to produce fraudulent photos 

and films.  

[16]  - People are usually certain while evaluating deepfake videos.  
- Deepfake films of high quality can easily trick viewers.  

- People can only distinguish between clear deepfakes and 

authentic videos.  
- On average, deepfake categories differ substantially.  

Although they have trouble with obvious fake videos, 

algorithms can identify challenging ones.  

- Subjective assessment: high-
quality deepfakes mislead 75.5% of 

individuals.  

- Clearly phony videos are difficult 
for deepfake detection algorithms 

to identify.  

- Most people are already confused 
by deepfakes since they are realistic 

enough.  

- Two cutting-edge deepfake 
detection algorithms built on the 

EfficientNet variant B4 and the 

Xception model.  
- Pre-training models using the 

FaceForensics and Celeb-DF 

databases from Google.  
Neural network models are 

evaluated using 120 movies from 

the Facebook collection.  
- Attack presentation categorization 

error rate (APCER) is used to select 

the threshold.  

- The inability to monitor 
participants' actions in research 

involving crowdsourcing.  

- Data collection was restricted to 
Idiap Research Institute premises 

due to privacy concerns.  

- Subjects' age or gender are not 
collected as personal information.  

- Face swapping and automatic 
picture generation now have better 

realism and quality.  

- Offering deepfake datasets and 
detection techniques.  

- Promoting deepfake detection 

methods' accuracy.  

[17]  - Verification of the deepfake detection study using the gray 

channel  

- A comparison of the quantitative performance of deepfake 
detection based on RGB and Gray channels  

- A model that works well for Gray channel-based deepfake 

detection is proposed; - Future directions for deepfake detection 
improvement and new research opportunities are discussed.  

- Verification of the efficacy of 

deepfake detection analysis based 

on Gray channel  
- A quantitative comparison of the 

effectiveness of deepfake detection 

using the RGB and Gray channels  
- The suggestion of a model 

appropriate for deepfake detection 

using the Gray channel  

- Analysis of deepfake detection 

using gray channel  

- Analysis of deepfake detection 
using RGB channels  

- The suggestion of a model 

appropriate for deepfake detection 
using the Gray channel  

N/A  - Verification of the deepfake 

detection study using the Gray 

channel.  
- A comparison of the quantitative 

performance of deepfake detection 

using the RGB and gray channels.  
- The suggestion of a model 

appropriate for deepfake detection 

using the Gray channel.  
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The comparison table provides an overview of various research 

papers focusing on different aspects of deepfake detection. Some 

of the general observations are as follows:  

Diverse Methodologies: The papers employ a range of 

methodologies and techniques, including Error Level Analysis [5], 

Deep Learning, Machine Learning, Spatiotemporal attention, 

Convolutional LSTM [6], Pixel-Region relation network [7], Local 

Binary Pattern (LBP) [8], and ensemble learning. This diversity 

reflects the complexity of addressing deepfake detection from 

different perspectives.  

High Accuracy Achieved: Many papers report high accuracy in 

deepfake detection. For instance, one paper achieved 89.5% 

accuracy using ResNet18 and SVM, while another achieved 99% 

accuracy on FF++ using a novel CNN-based model named 

LBPNet.  

Concerns and Limitations: Some papers express concerns about 

overfitting, model complexity, and limitations in scenarios where 

images are entirely synthetic. These limitations highlight the 

challenges in developing robust and generalizable deepfake 

detection methods.  

Real-World Challenges: Several papers emphasize the need to 

address real-world challenges, such as collecting samples from 

social media platforms, handling encrypted deepfake videos, and 

considering privacy protection in the detection process.  

Future Directions: The future directions and challenges outlined 

in the papers include exploring alternative CNN architectures [18], 

enhancing generalization ability, analyzing texture inconsistencies 

across frames, addressing ease of deepfake generation, and 

expanding datasets to improve detection methods.  

Versatility: Some papers highlight the versatility of their 

approaches, suggesting potential applications beyond deepfake 

detection, such as broader domains of image manipulation 

detection or serving as a residual predictor for other face forensic 

tasks.  

Evaluation Methods: The evaluation methods vary, with some 

papers using subjective and objective evaluations, emphasizing the 

importance of understanding the distinctions between machine and 

human vision.  

Data Contributions: The creation of datasets, such as the Celeb-

DF dataset [12], is recognized as a significant contribution to 

advancing deepfake detection methods. Papers also acknowledge 

the need for ongoing efforts to expand and improve existing 

datasets.  

Interdisciplinary Approaches: Some papers adopt 

interdisciplinary approaches, combining techniques from 

computer vision, machine learning, and image processing to 

enhance detection capabilities.  

In summary, the research landscape on deepfake detection is 

characterized by a rich variety of approaches, addressing specific 

challenges and contributing to the ongoing efforts to combat the 

misuse of synthetic media. The reported high accuracies indicate 

progress in the field, but ongoing challenges and the need for 

further research are emphasized across the papers.  

3. Discussion 

The advent of deepfake technology has ushered in a new era of 

synthetic media creation, presenting both innovative opportunities 

and unprecedented challenges. This comparative analysis explores 

the intricate relationship between deepfakes and image forensics 

[19], shedding light on the methodologies employed, detection 

mechanisms developed, and the broader societal implications.  

The literature survey highlights a diverse range of approaches to 

tackle deepfake detection [20][21][18], showcasing the 

sophistication of machine learning methodologies, particularly 

rooted in deep learning paradigms. The presented methods 

leverage advanced neural network architectures, such as 

autoencoders, generative adversarial networks (GANs) [22], and 

Convolutional Neural Networks (CNNs) [23], demonstrating a 

concerted effort to stay ahead of evolving deepfake techniques.  

The implications of deepfakes extend beyond their technical 

prowess, raising ethical and societal concerns due to their potential 

for misuse. Instances of illicit content creation, misinformation 

dissemination, and financial fraud underscore the urgency of 

developing robust detection methods. The research community has 

responded with a multitude of innovative solutions, achieving 

notable accuracies in real-time detection scenarios.  

However, the landscape is not without challenges. Concerns about 

overfitting, model complexity, and limitations in detecting entirely 

synthetic images underscore the need for ongoing refinement 

[24][25]. Real-world challenges [26][27][28], such as the 

collection of diverse samples from social media and the detection 

of encrypted deepfake videos, necessitate continuous research 

efforts.  

In essence, this comparative analysis provides a comprehensive 

overview of the current state of deepfake detection research, 

showcasing the strides made in countering the threats posed by 

synthetic media. As technology continues to evolve, ongoing 

collaboration, innovation, and interdisciplinary approaches will be 

crucial to staying ahead in the ongoing battle against the misuse of 

deepfake technology. 

4. Conclusion 

The ascent of deepfake technology marks a transformative phase 

in synthetic media, presenting unprecedented possibilities 

alongside formidable challenges. This comparative analysis 

explores the intricate relationship between deepfakes and image 

forensics, highlighting diverse methodologies rooted in advanced 

machine learning, including autoencoders, GANs, and CNNs. 

Amid technical advancements, ethical concerns regarding 

potential misuse underscore the critical need for robust detection 

methods. While innovative solutions achieve notable accuracies, 

challenges like overfitting and the detection of entirely synthetic 

images persist, necessitating ongoing refinement. Future directions 

focus on alternative CNN architectures, enhanced generalization, 

and scrutinizing texture inconsistencies across video frames. 

Collaborative efforts, exemplified by initiatives like the Celeb-DF 

dataset, underscore the collective commitment to addressing 

evolving deepfake threats. Versatility emerges as a theme, with 

approaches extending beyond detection to broader applications 

like image manipulation detection. Evaluation methods, 

combining subjective assessments and objective evaluations, 

emphasize the need for a holistic understanding of deepfake 

challenges. In essence, this analysis provides a comprehensive 

snapshot of deepfake detection, showcasing significant strides in 

countering synthetic media threats, with sustained collaboration, 

innovation, and interdisciplinary approaches crucial for staying 

ahead in the ongoing battle against deepfake misuse. 
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