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Abstract: This article provides a mini review of pre-processing techniques for educational big data in data mining. With the increasing 

availability of educational data, there is a need for efficient pre-processing techniques that can handle the volume, variety, and velocity 

of data. The article discusses various pre-processing techniques, including data cleaning, data transformation, and data reduction. The 

review concludes that pre-processing is a critical step in data mining, and the selection of appropriate techniques depends on the 

characteristics of the data and the research objectives. 
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1. Introduction 

The field of education is rapidly evolving, and so is the volume 

of educational data generated. With the increasing amount of 

data being generated [1], it has become increasingly important 

to process and analyze this data effectively to extract valuable 

insights that can improve educational outcomes. Data mining 

techniques have been used extensively in education to extract 

insights from educational big data [2]. However, data 

preprocessing is an essential step in data mining that involves 

cleaning, transforming, and reducing the data to make it suitable 

for analysis. 

In recent years, the application of data mining in education has 

gained significant attention, and various studies have been 

conducted to explore the potential of educational big data 

analysis. However, there is a lack of literature that 

comprehensively reviews the pre-processing techniques used in 

educational big data analysis. This mini-review aims to address 

this gap by providing an overview of the pre-processing 

techniques used in educational big data analysis. 

The mini-review discusses the various pre-processing 

techniques used in educational big data analysis, including data 

cleaning, data transformation, and data reduction. Data cleaning 

involves removing irrelevant data, identifying and correcting 

errors, and handling missing data. Data transformation involves 

converting data into a suitable format for analysis, while data 

reduction involves reducing the size of the data without losing 

valuable information. 

The mini-review also highlights the importance of pre-

processing in educational big data analysis, as it can 

significantly impact the accuracy and reliability of the results. 

Furthermore, the review provides insights into the challenges 

and limitations of pre-processing educational big data, such as 

the complexity of the data and the need for domain-specific 

knowledge. 

Overall, this mini-review provides a comprehensive overview of 

the pre-processing techniques used in educational big data 

analysis and highlights the importance of pre-processing in data 

mining.  

  The remaining sections of this paper are structured as follows: 

Section 2 outlines the relevant prior work; Section 3 introduces 

the concept of Big Data; Section 4 provides an introduction to 

Knowledge Discovery and Data Mining; Section 5 describes the 

various data pre-processing steps and tools; Section 6 discusses 

the significance of data pre-processing in E-learning. Finally, 

the conclusion and future directions are presented in Section 7. 

2. Related works 

Data mining methods have been used in certain research 

recently to aid administrators and educators in enhancing e-

learning environments. In [3] the authors propose a new student 

performance model with a new feature group defined as 

behavioral attributes. This model uses some data mining 

techniques on such a data set to measure the impact of student 

behavioral characteristics on educational outcomes.  

The authors in [4]  focus on EDM tools and tools commonly 

used in EDM analyses rather than the broader universe of tools 

used in more traditional and modern statistical analyses. While 

in  [5], the authors compared the effectiveness of four data 

cleaning methods on two actual data sets, and suggests a 

guideline for selecting data cleaning tools. In [6] the authors 

investigated several data pre-processing-related concerns to 

develop a manual or tutorial for teachers and EDM practitioners. 

In [7] a review on data mining for academic decision support in 

education field is presented. [8] Present big data applications in 

education and explore how it improves the education process. 

To conclude, several studies have explored the adoption of data 

mining approaches to tackle educational issues. However, only a 

few of them have delved into the significance of educational 

data preprocessing. 
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3. Big Data Concept 

3.1. The Definition of Big Data 

Big data is a huge and complex set of data, yet growing 

exponentially with time.  It is a data with enormous size and 

complexity that could not be perceived, collected, controlled, 

and treated by tools and traditional data processing applications 

[9].  

The common significant volume of data is produced by social 

data, machine data, and transactional data, but the percent of 

beneficial data is lessened, in comparison with other kinds of 

data sources that are more important, like governmental 

establishments, education establishments. 

3.2. Characteristics of Big Data 

The following features can characterize big data: 

Volume: The name Big Data itself is relevant to a size that is 

large. Volume refers to the size of the data from Terabytes (TB) 

to Petabytes (PB) [10] and represents a highly important role in 

defining the sense out of data. Therefore, 'Volume' is one feature 

that requires to be regarded while dealing with Big Data. 

Velocity: The term 'velocity' refers to methods of transferring 

big data including batch, near time, real-time, and streams. 

Velocity also refers to the speed of generation of data time. The 

data can be analyzed, treated, stored, and managed at a fast rate, 

or with a lag time between events. Stock exchanges and Weather 

reports are some of the real-time examples. 

Variety: Variety of big data refers to various sources of data 

including structured, unstructured, semi-structured data. The 

data format can be in the form of photos, videos, emails, 

monitoring devices, audio, PDFs, etc. 

Structured: Structured data is mostly classified data that is 

designed by columns and rows in a database. Databases that 

include tables in this shape are named relational databases. 

Unstructured: is data that is not arranged in a pre-built way or 

does not have a pre-built data pattern. Videos, audio and binary 

data files might not have a special temple. They are ascribed to 

as unstructured data. 

Semi-structured: is data that does not establish in a relational 

database but that has a few organizational features that make it 

simpler to resolve. Example: XML data, JavaScript Object 

Notation format and graph databases. 

3.3. Big data applications in education 

Thanks to Big Data and the increase of computing and digital 

technology in education, data analysis improving institution and 

education systems everywhere. This section presents a short 

overview of some applications of Big Data in the education area. 

Performance Prediction 

Student's success can be predicted by analyzing student's 

interaction in an education environment with other learners and 

instructors. The educational establishments are usually inquiring 

that how many learners will succeed/fail for required 

arrangements. Educational data mining is fully an efficient 

process for attaining this goal [11]. 

Data Visualization 

Reports on educational data become more and more complicated 

as educational data increase in volume [12]. Data Visualization 

is a method for searching and analyzing digital data using 

graphs. 

Learning materials recommendation 

A recommender system is software that aids learners to 

distinguish the most suitable and appropriate learning items 

from a large number of items. It is designed to supply 

appropriate resources to a learner using certain user and resource 

information, by applying data mining methods and tools [13]. 

Types of Educational Environments 

● Learning Management Systems 

The learning management system notion began from e-

Learning, is a software application for the management, 

documentation, tracking, and reporting of training programs, or 

learning and development programs. They also offer a large 

diversity of canals and workspaces to simplify knowledge 

participation and discussion between all the members in a course 

[6].  

● Massive Open Online Courses    

A massive open online course (MOOC) is an online course with 

the option of free and open registration. MOOCs have 

interactive user groups that enable teachers, instructors, and 

teaching assistants to create a community, in addition to 

conventional course resources such as animations, presentations, 

and videos. 

● Intelligent Tutoring Systems 

Intelligent Tutoring Systems (ITS) are instructional systems that 

produce immediate customized instruction or feedback to 

learners [6] using artificial intelligence (AI) techniques in 

machine programs to simplify learning. These systems are 

established on cognitive psychology as an underlying theory of 

learning  [14]. 

● Adaptive and Intelligent Hypermedia Systems 

One of the first and most prevalent types of dynamic 

hypermedia is adaptive and intelligent hypermedia systems 

(AIHS).It can be represented as a learning management system 

(LMS) or also an individual learning platform that adjusts the 

education to singular learner variances, such as cognitive skills, 

learning styles, emotional states, etc [15]. 

4. Knowledge Discovery And Data Mining 

Knowledge Discovery in Databases (KDD) is the process of 

finding helpful, efficient, novel, and understandable knowledge 

from a collection of data. 

The KDD process has attained its height in the latest 10 years. It 

presently houses several various methods to explore, which 

involve Bayesian statistics, inductive learning, knowledge 

acquisition for expert systems, semantic query optimization. The 

final purpose is to obtain important knowledge from low-level 

data. Artificial intelligence also helps KDD by finding empirical 

rules from observations and experimentation. 
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Data Mining (DM) is the gist of the KDD process, including the 

deducing of algorithms that explore the data, fusing previous 

knowledge on data sets, and rendering precise solutions from the 

found results. Presently, it is qualified as science and technology 

for exploring data to identify previously present unknown 

models [10]. 

4.1. The KDD Process 

Problem Specification and Understanding 

This is the first preliminary action and needs prior understanding 

and knowledge of the domain to be implemented in. It prepares 

the scene for understanding what should be done with the 

several decisions (about transformation, algorithms, 

representation, etc.). This assumption is very important which, if 

established incorrectly, can attend to incorrect interpretations 

and negative consequences on the end-user. 

Data Selection 

Having set the goals and objectives, the data collected needs to 

be selected and divided into significant sets based on 

availability, accessibility importance, and quality. These 

parameters are important for data mining because they build the 

base for it and will influence what sets of data models are 

created. If some essential characteristics are missing, then the 

whole study may fail [11]. 

Data Preprocessing 

This step requires handling missing values and removal of noise 

or outliers in order to enhance the reliability of the data and its 

effectiveness. Certain algorithms are used for searching and 

eliminating unwanted data based on attributes specific to the 

application. 

Data Mining 

This is the gist process of the entire KDD where the methods are 

used to extract valid data patterns. This step involves the 

selection of the most proper DM type, for example, 

classification, regression, or clustering. This often depends on 

the KDD aims, and on the prior steps. 

Evaluation 

Once the aim and models have been taken from multiple data 

mining techniques, these models demand to be described in 

separated forms such as bar graphs, pie charts, histograms, etc. 

In this step, we evaluate and interpret the worked models, laws, 

and reliability to the goal defined in the first step. 

Result Exploitation 

In Knowledge display, knowledge is served to the user utilizing 

diverse knowledge illustration methods. In fact, the hit of this 

step defines the efficiency of the full KDD process. 

5. Data Preprocessing 

When we converse concerning data, we normally consider 

several massive datasets with a large number of rows and 

columns. That is a possible situation, it is not constantly the 

case; data could be in so several forms: Structured Tables, 

Audio, Images, Records, Videos, etc. Data preprocessing is a 

confirmed way of solving such problems. Data preprocessing is 

a data mining technique that includes converting raw data into 

an intelligible structure. [10] Differentiate between data 

preparation and data reduction due to the increased significance 

that the recent set of methods have been performing in recent 

years and some of the evident differentiation that can be 

extracted from this perception. 

5.1. Data pre-processing steps 

Data preparation 

Data preparation is usually a necessary step. It transforms 

previously unusable data into new data that implements a DM 

method. 

Data cleaning 

Data cleaning or data cleansing involves methods of detecting 

and correcting (or removing) errors in data saved in databases or 

in files.  The data existing in the databases can have different 

kinds of errors like typing errors, missing information, 

inaccuracies, etc. The inappropriate portion of the treated data 

can be replaced, changed, or removed. 

 

 

Data transformation 

Data transformation is the process of converting data from one 

specific format or order to another one. Data transformation is 

important to transfer the data into a format that data mining can 

react with to obtain actionable insights. 

 

 

 Data integration 

Data integration includes merging data residing in various 

sources and giving users a united vision of them. This method 

must be neatly presented in order to avert repetitions and 

disparities in the resulting data set. 

 

 

Data normalization 

Data normalization gets rid of a numeral of exceptions that can 

make the analysis of the data more complex. Once these errors 

are come out and discarded from the system, more advantages 

can be achieved by other applications of data analytics. 
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Normalizing the data tries to present all features with similar 

weight and it is especially helpful in statistical learning 

techniques. 

 

Missing data imputation 

Several datasets may include missing values for several reasons. 

They are usually encoded as NaNs, blanks.  In most cases, 

adding a rational estimate of a proper data value is more useful 

than leaving it blank. Training a model with a dataset that has a 

lot of missing values can drastically affect the machine-learning 

model’s performance. 

 

Noise identification 

Are data with a huge volume of further unmeaning information 

in it named noise [10]. Its principal goal is to discover random 

errors or variations in a measured variable. It also involves any 

data that a user system cannot explain and understand perfectly. 

Data reduction 

In this instance of data reduction, the data generated normally 

keeps the fundamental structure and integrity of the initial data, 

only the quantity of data is decreased. 

Feature selection 

Feature selection is the method of decreasing the number of 

input variables when generating a predictive model. For [13], 

Feature selection is the concept of collecting a little subset of 

variables that ideally is important and adequate to define the aim 

concept. 

Instance selection 

Instance selection is the thought of choosing a subgroup from 

the group by keeping the underlying division undamaged so that 

the sampled data is a deputy of the features of the total data 

group. The random selection of examples is ordinarily perceived 

as Sampling and it is currently in the huge plenty of DM models 

for managing inside effectiveness and for avoiding over fitting 

[10]. 

Discretization 

Discretization is one of the more utilized data pre-processing 

methods. It converts quantitative data into qualitative data by 

splitting the numerical characteristics into a restricted figure of 

uncorrelated intervals [16]. Discretization is the method of 

inserting values into buckets so that there are a restricted 

number of likely states. 

Feature extraction 

Feature extraction is a method of dimensionality decrease by 

which an original set of raw data is decreased to more flexible 

collections for handling. 

5.2. Data Pre-processing problems in education 

Missing data 

In data, a missing value can indicate a variety of things. Maybe 

the data was unavailable or inapplicable, or perhaps the event 

did not happen. The user who filled the data may not have 

known the appropriate value or may have ignored it. 

Missing values are handled differently by different data mining 

techniques. Missing values are usually ignored, excluded, 

replaced with the mean, or inferred from known values. 

Manual input 

Manual entry errors are troublesome since they might result in 

missing data as well as data inconsistencies. 

Consider the case of a budget. Rather than utilizing exclusively 

numerical numbers, someone wishes to input the budget using 

other non-numerical symbols. To handle with this data, you 

must first eliminate these signs in order to convert it to 

numerical form. 

Data inconsistency 

When two objects (or tuples in the relational model) obtained 

from multiple data sources are recognized as versions of one 

another yet some of the values of their associated properties 

change, there is a data value level discrepancy [17]. 

Regional formats 

When we receive raw data, we must determine the format in 

which the data is demonstrated. For example, if we are working 

with dates, what format should we use? Should it be day/month 

or day/month? Is a comma or a period used to demonstrate my 

decimal numbers? 

Wrong data types 

Databases are excellent at storing various kinds of data. This 

occurs for optimization purposes, as well as to avoid human 

error. As a result, we must exercise caution when attempting to 

add something to our database. For a human, "3" and "three" are 

the same thing, but not for a computer. 

File manipulation 

To view the contents of a file, we occasionally need to open it. 

Additionally, the software we use for it sometimes corrupts our 

data. With Excel, for instance, this happens. Excel has the 

ability to adjust dates, big figures, etc. When dealing with CSV 

and text format files, file manipulation might also become 

problematic. 

Missing anonymization 

Not every data is suitable for all purposes. In fact, before 

analysis, some data must be deleted or anonymised. Maintaining 

privacy, utilizing security, and preventing bias all depend on 

this. 
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5.3. Data Preprocessing tools 

Open Refine 

Previously named Google Refine is a standalone open-source 

desktop application for operating with messy data: cleaning it; 

transforming it from one format into another, it works on rows 

of data that have cells under columns, which is very alike to 

relational database tables. (https://openrefine.org/) 

Import is supported from the following formats: TSV, CSV, 

JSON, XML, RDF triples, Google Spreadsheets. Export is 

supported in the following formats: TSV, CSV, HTML table, 

Google Spreadsheets. 

Data Wrangler 

"Wrangler" is a vital software and interactive tool used for data 

cleaning and transformation. It can operate in two modes: Users 

can either easily paste data into its web interface or export 

procedures as Python code using the web interface to handle 

large volumes of data in a random manner [5]. 

(http://vis.stanford.edu/wrangler/) 

Rapid Miner’s 

RapidMiner is a data science platform designed for performing 

analytics. It provides a user-friendly graphical interface for 

creating analytics models and allows for the addition of code if 

needed. 

It has restricted functionality for creating new features from 

existing ones (for example, creating multiplicative interactions) 

and for feature extraction [4]. By Rapid Miner, one can obtain 

different data sources, make data preparation, data cleansing, 

compute detailed statistics represented with graphs, and make 

predictive statistical analysis. (https://rapidminer.com/) 

WEKA 

Weka is a data-mining tool developed in java by the University 

of Waikato. It has many advantages such as free of charge, 

portability, ease of use and finally a large set of machine 

learning models such as Neural Networks, Decision Trees, or 

even K-means. Weka enables the implementation of many 

statistical analysis and machine learning techniques, from the 

pre-processing step to the prediction step. 

(http://www.cs.waikato.ac.nz/ml/weka/) 

SPSS 

SPSS (Statistical Package for the Social Sciences) is software 

applied for statistical analysis. SPSS modeller has functionality 

for generating novel features out of existing features, for feature 

selection, data filtering and feature space reduction [4] 

(https://www.ibm.com/fr-fr/products/spss-statistics). 

KEEL 

KEEL (Knowledge Extraction based on Evolutionary Learning) 

is a free and open source Java software tool that can be 

employed for a variety of knowledge data discovery activities. 

To construct experiments with various datasets and 

computational intelligence algorithms and to evaluate the 

performance of the algorithms, KEEL offers a simple GUI based 

on data flow. It includes a diverse set of conventional 

knowledge extraction algorithms, preprocessing methods, 

machine learning based on artificial intelligence, hybrid models, 

statistical approaches for contrasting experiments, and more 

(http://www.keel.es/). 

Python 

The open source programming language that computer scientists 

employ the most is Python. In the areas of software 

development, data analysis, and infrastructure management, this 

language has emerged as a leader. 

R 

R is a programming language and open-source data science and 

statistics software supported by the R Foundation for Statistical 

Computing. 

 

6. Importance Of Data Preprocessing In E-

Learning 

A survey conducted by CrowdFlower, a company that offers a 

"data enrichment" platform for data scientists, revealed that 

approximately 80 data scientists were surveyed, and the results 

showed that they devote a significant amount of time to the 

following activities: 

 

Fig 1: Persentage of Data Scientits Time Devoted to Diferent Activities 

Data preprocessing becomes extremely important when it comes 

to implementing various machine-learning algorithms. Since 

data preprocessing can significantly impact the results of the 

learning model, it is crucial that all attributes are on an equal 

scale. The main goal of data preprocessing is to reduce or 

remove any small data anomalies that may be associated with 

experimental error, especially if they occur regularly [18]. 

Indubitably, preprocessing of educational data is usually very 

alike to the preprocessing assignment in other fields. 

Nevertheless, it is significant to indicate that the preprocessing 

of educational data has specific properties that distinguish it 

from data preprocessing in different particular fields like: 

● Learning management systems, such as Moodle, keep a large 

number of features of learners, courses, and exercises [6]. This 

quantity of attributes can result in decreasing the efficiency of a 

learning model due to over fitting issues. One solution to this 

problem is to choose just the most significant features. 

● Educational data are usually collected from different sources 

such as (enrollment, quiz, course activity statistics, and 

Participation in discussions) since they have been created in 
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several places at various times.  

● Usually, the learners do not finish all the exercises, tests, etc. 

As a result, there are oftentimes missing data values. [19] 

Distinguished three main sources of missing data values in 

research: no coverage, total nonresponse, and item nonresponse. 

● No coverage which happens when some parts of the 

community of inference are not incorporated in the study 

sampling stage and therefore have no opportunity of being 

chosen in the pattern. 

● Total non-response happens when a sampled element does 

not engage in the study. 

● Item nonresponse happens when a responding sampled 

component failure to give satisfactory answers. 

Finally, the following key instructions can be drawn regarding 

the pre-processing of educational data [6] : 

   Pre-processing is always a crucial first step in any application 

or process involving data mining. This activity is crucial since 

the produced DM models' interest, value, and usability are 

directly related to the caliber of the data employed. 

There are many usable pre-processing operations and various 

learning contexts, which provide various forms of data. 

It is not necessary to use all pre-processing tasks or stages in 

every situation, as their application may or may not be essential 

depending on the data and problem at hand. While there is no 

fixed formula or guideline for each pre-processing task, multiple 

methods can be utilized in each phase. The user must make 

decisions on which methods to employ based on various factors, 

such as the data characteristics, available techniques and 

algorithms, and the ultimate goal of the data-mining problem to 

be solved. 

7. Conclusions 

In conclusion, this mini review has highlighted the importance 

of pre-processing educational big data in data mining. Pre-

processing is a crucial step in data mining as it helps to 

transform raw data into a more useful format for analysis. By 

using appropriate pre-processing techniques, researchers can 

ensure that the data they are analyzing is accurate, complete, and 

consistent. In addition, pre-processing can also help to reduce 

the amount of noise and irrelevant information in the data, 

which can improve the accuracy of the analysis. Overall, the use 

of pre-processing techniques in educational big data mining has 

the potential to enhance our understanding of how students learn 

and how educational institutions can improve their teaching 

methods. 

Our next work will require applying data mining techniques on 

an educational data set with more distinctive attributes to get 

more accurate results. 
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