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Abstract: Mining on large volume of data offloaded by enterprises to cloud has become an integral part in business strategy design. But 

the mining must be privacy preserving as leakage of data or mined information can create various security and privacy threats. Towards 

this end, privacy preserving data mining techniques can become critical. This work proposes a privacy preserving clustering model with 

support of incremental and adaptive clustering, fine grained access control and prevention from leakage of data and security parameters. 

The clustering is built on privacy preserved locality sensitive hashing technique on binary vector summarized data. The privacy of security 

parameter is ensured using generative adversarial network (GAN) deep learning model. Through experimental analysis, the proposed 

solution is found to reduce the computation cost for clustering by 40%, communication cost by 12% and able to provide better clustering 

accuracy with ARI of about 5% compared to existing works.    
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1. Introduction 

In era of data revolution, large volume of historical data 

collected by enterprises is a huge wealth for them. These 

data have hidden patterns about consumer and sales and 

valuable business insights can be mined from this data. 

These business insights are needed for effective business 

strategization. With emergence of cloud computing, many 

enterprises are shifting their storage and computations to 

data center as it provides various benefits like reduced cost, 

on demand scaling etc. Offloading storage and computation 

to third party datacenter, though brings many benefits, it 

also exposes the data to various privacy and security 

vulnerabilities. Private and sensitive data can be leaked 

directly or through inference. Most existing works on 

privacy preserving cluster transformed the data and 

executed clustering over the transformed data. These 

methods assume trusted cloud and data transformation 

operations were executed on cloud. In presence of curios 

public cloud, the data transformation overhead is on user 

end to prevent data leakage. Since most data transformation 

operations are based on homomorphic encryption and the 

cloud can infer inherent data characteristics even though the 

data is transformed. The communication overhead and 

clustering latency is higher for incremental adaptive 

clustering in existing works due to multiple interactions 

between the user and the cloud end. Inference attacks can 

also launch on these interactions to learn data 

characteristics. This work proposes a privacy preserving 

access controlled interactive clustering over the hybrid 

cloud. Recently hybrid cloud has been explored as a 

prospective solution for solving the security and privacy 

issues in public cloud in a scalable and computationally 

efficient manner.  Hybrid cloud solves the security and 

privacy issues by distributing sensitive data to private cloud 

and in-sensitive data to public cloud. The solution proposed 

in this work is built on this hybrid cloud concept of data 

distribution based on data sensitivity. In the proposed 

solution the data is summarized using a novel data 

summarization algorithm and a locality sensitivity hash is 

constructed on it for privacy preserving interactive adaptive 

clustering. The original data is transformed using attribute-

based encryption and stored in public cloud. The binary 

vector summarization is kept at private cloud and used for 

clustering. The security parameters used for data 

transformation are prevented from internal attacks using 

Generative Adversarial Networks (GAN). GAN transforms 

the security parameters to a mask image and stores in private 

cloud. Following are the novel contributions of work. 

1. A novel interactive adaptive privacy preserved 

clustering algorithm on hybrid cloud framework based 

on locality sensitive hash of data. The algorithm is 

privacy preserved with facility for adapting the 

number of clusters and attributes for encryption.   

2. The security parameters used for data transformation 

is secured using GAN. By this way, security 

parameters are prevented from leakage by internal 

attackers. GAN transforms the security parameters to 

mask image which is hard to decipher even if leaked.   
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Paper organization is as follows. Section II presents the 

existing privacy preserving clustering algorithms and 

review on their applicability to cloud computing 

environment. The proposed methodology of privacy 

preserving access controlled interactive clustering is 

presented in Section III. The results of the proposed solution 

and comparison with existing works are presented in 

Section IV. Finally, the section V provides the concluding 

remarks and scope of further research.   

2. Related Work 

A privacy preserving clustering scheme based on bipartite 

graph was proposed for big data by Zobaed et al [1].  The 

scheme is for unstructured data where cluster centroids are 

formed on topic diversity of texts. Data items are associated 

to cluster based on weighted bipartite graph association to 

cluster centroids. Privacy of data item is ensured by 

transforming to tokens. The token vocabulary space is huge 

for unstructured texts, due to which clustering complexity is 

high. Also the approach lacks support for interactive 

adaptive clustering. A fast version of clustering using K-

means without iterations was proposed by Wei fu et al [2]. 

K folder cross validation is used to select the cluster centers. 

The clustering can be done over transformed data for 

privacy preservation. Though privacy preservation is 

possible in this approach, it does not support interactive 

adaptive clustering and fine-grained control over clustering. 

Dynamic and incremental clustering was proposed by Mary 

et al [3] by modifying the DBSCAN clustering algorithm. 

Though the approach addressed incremental clustering for 

handling streaming data, privacy and fine-grained control 

over attributes for clustering was not considered in this 

work. Double encryption-based privacy preserving 

clustering algorithm was proposed by Rong et al [4].  

Arithmetic and equality operations were executed on 

transformed data. But the computation complexity is very 

high in this approach and it does not support interactive 

clustering. Privacy preserving K-means clustering for cloud 

data was proposed by Yuan et al [5]. Though the method is 

able to solve the problem of data leakage by curious cloud 

service providers, it has high data transformation overhead 

on the data owners. Data owner needs to compute the cluster 

centroids and pass it cloud, opening the communication 

channel for inference attacks. Homomorphic encryption 

(HE) was used in the privacy preserving K means clustering 

algorithm proposed by Rao et al [6]. Data owner uploads the 

HE encrypted data to cloud and clustering is done over 

encrypted data. But the method does not support interactive 

adaptive clustering. Also, curious cloud providers can learn 

data characteristics through inference. BCP double 

encryption with additive homomorphic property is used for 

privacy preserving clustering by Zou et al [7]. Double 

encryption secures the data from data inference attacks by 

curious cloud providers. The computation complexity is 

high and the method is not scalable for large volume of 

dataset. Also, the method is not suitable for interactive 

adaptive clustering. Differential privacy integrated K means 

clustering was proposed by Yu et al [8]. Data transformation 

is done by adding Laplacian noise to the done. The noise 

was added differentially based on the data sensitivity. 

Though privacy is ensured, the method does not support 

interactive adaptive clustering. Also it does provide access 

control at fine grained level. Optimized canopy algorithm 

(OCA) combined with K-means clustering algorithm is used 

for differential privacy by Shang et al [9].  OCA selects the 

initial centroids and privacy preserving K means builds on 

it for further clustering. But the scheme does not support 

interactive adaptive clustering. A privacy preserving 

clustering scheme over data transformed using BGV 

homomorphic encryption was proposed by Zhang et al [10]. 

Though privacy was ensured, the scheme does not support 

interactive adaptive clustering and differential privacy to the 

users. Privacy preserving clustering using randomized 

kernel matrix for data perturbation was realized by Lin et al 

[11]. Though privacy is ensured, the approach does not 

support interactive adaptive clustering. Privacy preserving 

K means algorithm for horizontally partitioned dataset 

administered by multiple parties was proposed by Gheid et 

al [12]. Each party does cluster on its data and send the 

cluster centers after additive transformation. From multiple 

cluster centers, new cluster centers are found. The scheme 

is not suitable for interactive adaptive clustering. Privacy 

preserving K means clustering algorithm on negative 

transformed dataset was proposed in works of Hu et al [13], 

Zhao et al [14] and Zhao et al [15].  

In the negative transformed database, distance computation 

is realized as bit difference binary operation. The method is 

not suited for incremental adaptive clustering and does not 

support fine grained access control. A distributed privacy 

preserving K mean clustering algorithm was proposed by 

Brando et al [16]. Clustering was done at local sites and 

cluster centroids are encrypted using HE. From encrypted 

centroids, the global centroid is computed and shared to 

local sites. Though privacy of cluster centroid is preserved, 

interactive adaptive clustering is not supported by this work. 

HE was used for realizing privacy preserving clustering in 

works of Jiang et al [17] and Almutairi et al [18]. Data is 

transformed using HE and uploaded to cloud. Clustering is 

realized on the transformed data. But the method is not 

secure against curious cloud service provider. Also, the 

method does not support interactive adaptive clustering. 

Archana et al [38] explored various data masking methods 

for securing data. But data utilities like clustering cannot be 

executed as these methods are not order preserving. Ravi 

Kumar et al [39] proposed bit manipulation-based data 

masking with order preserving property but the method is 

not scalable and does not support access control.  

From the survey, it could be seen that most of the privacy 

preserving clustering does not support interactive adaptive 
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clustering and fine-grained access control. Most of the data 

transformation schemes are based on HE and it is insecure 

against curious cloud service providers. Attackers can learn 

data characteristics from the HE data. In most HE based 

approaches computation overhead is higher on data owner 

end.             

3. GAN Based Privacy Preserving Over Hybrid 

Cloud 

Hybrid cloud is used in this work to address the multiple 

requirements of privacy preservation clustering, interactive/ 

adaptive clustering and access control and security of 

data/security parameters. The architecture of the solution is 

given in Figure 1. The proposed solution has three important 

functionalities- data transformation, privacy preserving 

interactive clustering and security parameter 

transformation.  The data is transformed into a attribute 

value encoding scheme at private cloud. The transformed 

data is kept at public cloud. The keys and access control 

parameters are transformed using GAN and stored at private 

cloud to prevent from internal attacks. To facilitate privacy 

preserving interactive adaptive clustering, data is 

summarized to binary vector and clustered using locality 

sensitive hash (LSH) at private cloud. User interacts with 

private cloud, to cluster based on bucket transformation in 

an interactive adaptive manner. The details of each of the 

functionality is presented below. 

A. Data transformation  

The data transformation operation is handled at private 

cloud. The data transformation technique proposed in this 

work is designed to support incremental data. In addition to 

data transformation, a shortened representation of data for 

purpose of privacy preserving interactive adaptive 

clustering is generated. The shortened representation is 

generated using LSH. The transformed data is uploaded to 

public cloud.  The shortened representation is kept at private 

cloud.  

Security parameter 

generation

Data transformation

Data

Security parameters

Data summarization

 

Public cloud

 

Private cloud

GAN Transformation

LSH based interactive 

adaptive clustering
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Clustering query

Cluster response
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Fig. 1. Architecture of proposed privacy preserving 

interactive clustering 
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Fig. 2. (a) GAN transformation (b) GAN de-transformation 

 

Fig. 3. Generative network 

The data uploaded by data owner is in table format in which 

each column is an attribute. The attributes are marked as 

sensitive or in-sensitive by the data owner. The sensitive 

attributes are encrypted using attribute-based encryption 

(CP-ABE). The user access attributes over which the access 

control on data must be enforced is defined by the data 

owner. System administrator at private cloud generates a 

public key (𝑃𝐾) and master key (𝑀𝐾)as  

𝑃𝐾 = 𝔾0, 𝑔, ℎ = 𝑔𝛽 , 𝑓 = 𝑔
1

𝛽, 𝑒(𝑔, 𝑔)𝛼  (1) 

 

𝑀𝐾 = (𝛽, 𝑔𝛼)                     (2) 
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Fig. 4. Discriminator network 

Where 𝔾0 is the bilinear group of prime order p with 

generator g. 𝛼, 𝛽 are two random prime numbers.  The 

sensitive attributes (𝑀) are encrypted using 𝑃𝐾 and access 

tree (Τ) as  

𝐶 = ( Τ, C̅ = Me(g, g)αs)                               (3) 

Where 𝑠 is the random prime number. The data table with 

sensitive attributes replaced by encrypted sensitive 

attributes is kept at public cloud.  Differing from earlier 

works of using HE for encrypting the data, this work uses 

attribute-based encryption with non-additive properties to 

secure the data in public cloud from inference attack by 

curious cloud providers. For interactive adaptive clustering 

a shorted representation of data is created using LSH with a 

data summarization procedure.  

Locality sensitivity hashing (LSH) [22] is technique for 

reducing the search time. It does this reduction by mapping 

the high dimensional space to a lower dimension space 

using group of hash functions. The advantage of LSH is that, 

it hashes the item repeatedly to a location in the address 

space, so that semantically similar items are mapped to 

closer location in the address space. The hash function 

construction process in LSH is given as 

g: Rd → U such that for any two points x, y 

 if ||x − y|| ≤ r, then Pr[g(x) = g(y)]  is high 

if ||x − y|| > 𝑐𝑟, 𝑡ℎ𝑒𝑛 Pr[g(x) = g(y)]  is small 

This is achieved with family H of functions  

g(x) =< h1(x), h2(x), … . hk(x) >  

For all data point xϵP, p is hashed to buckets  

g1(x), g2(x), … gb(x) 

For an input query 𝑦, the points are retrieved from the 

buckets g1(y), g2(y),…  until all points from b buckets are 

retrieved.  

Every time when a batch of data arrives at private cloud, 

data summarization procedure is invoked. 

The data summarization procedure is as follows. Say the 

data has N rows with d attributes. In each row, the attributes 

are first normalized as in Eq 2. 

𝑥𝑡𝑖 =
𝐹(𝑥𝑖)

𝑚𝑎𝑥𝑖−𝑚𝑖𝑛𝑖
 (4) 

 

In the equation (4), the attribute value is represented as 

𝐹(𝑥𝑖). This function converts the categorical value to 

numerical value by sorting the categorical value in some 

order and returning the index of the location as result. The 

value of 𝑥𝑡𝑖 is first rounded to 10 decimal and then converted 

to binary vector using the equation (5).  

B(𝑥𝑡𝑖) = {
1, 𝑥𝑡𝑖 ∗ 10 

0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
              (5) 

A binary vector is thus created for every attribute value. The 

binary vectors are hashed using LSH into buckets.  The 

binary vector and mapping of binary vectors to data items is 

kept at private cloud.   

B. Interactive adaptive clustering  

User interacts with public cloud for clustering. User 

provides the attribute list and the number of clusters as 

input. This input is processed at private cloud. The binary 

vectors are masked to zero in the regions where attributes 

are not requested for clustering. After masking LSH is done 

over binary vectors to result in 𝐾 buckets. The buckets are 

either merged, split or kept same depending on the number 

of clusters (𝑁) requested by the user. The bucket processing 

rules are given in below table 

Table 1. Bucket processing rules 

𝑁 == 𝐾 Buckets are kept same 

𝑁 < 𝐾 The average binary vector is created for all 

items in the bucket by doing bitwise AND 

operation. Hamming distance is calculated 

between the average binary vector of each 

bucket and the bucket with lowest hamming 

distance are merged. The merging process is 

repeated till  

𝑁 < 𝐾 

𝑁 > 𝐾 For each bucket maximal hamming distance 

between binary vector is found. The bucket 

with maximal hamming distance is split into 

two by clustering to two groups. This split 

process is repeated till   

𝑁 > 𝐾 

 

Once the 𝑁 buckets are found, the median binary vectors 

which is close to all binary vectors in the same bucket is 

found. The binary vector which is minimum distance to 

median (𝑚𝑖𝑛𝐼) and maximum distance to median (𝑚𝑎𝑥𝐼)  is 

found. For each bucket, the data items corresponding to the 
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𝑚𝑖𝑛𝐼 and 𝑚𝑎𝑥𝐼 are downloaded from the public cloud and 

sent to the user. The data items sensitive attributes are still 

encrypted. The user can decrypt the sensitive attributes as  

M = C/(
e(hs,g

α+r
β )

e(𝑔,𝑔)𝑟𝑠 )            (6) 

From the decrypted 𝑚𝑖𝑛𝐼 and 𝑚𝑎𝑥𝐼 data item, the 

minimum and maximum values for each of the attributes 

requested by the user are provided, so that user can get the 

characteristics of data distribution in each cluster.  

C. Security parameter transformation 

The security parameters of attribute-based encryption are 

kept in private cloud. These parameters can be compromised 

by internal attacks at private cloud.  A privacy preserving 

scheme using GAN is proposed in this work for ensuring the 

security of data transformation of security parameters. GAN 

maps the data transformation parameters to a mask. This 

mask is then saved to private cloud.  The advantage of GAN 

is that, mask created by GAN is very secure and difficult to 

decipher.  

GAN consists of two networks – generative and 

discriminative. The configuration for the generative and 

discriminative networks used in this work is given in Figure 

3 and Figure 4. The goal of generative network is to generate 

synthetic samples in such a way to deceive the 

discriminative network. The goal of discriminative network 

is to find if the sample is real or creation of generative 

network. With both generative and discriminative network 

competing, the generated synthetic samples by the generator 

are close to real.  

The objective function GAN is given as 

𝐿𝐺𝐴𝑁 = 𝐸�̅�~𝑃𝑔
[𝐷(�̅�)]- 𝐸�̅�~𝑃𝑟

[𝐷(𝑥)] +

 𝜆𝐸�̅�~𝑃𝑥
[(||∇�̅�𝐷(�̅�)||2 − 1)2]                          

    (7) 

The distribution over 𝑉 is given as 𝑃𝑟 . The distribution over 

which generator produces data is given as 𝑃𝑔. The uniform 

samples over 𝑃𝑟  and 𝑃𝑔 is given as 𝑃𝑥. 

The overall process for security parameter transformation 

using GAN is given in figure 2(a). The security parameters 

are embedded into a 2D matrix. This matrix is passed to 

GAN embedding to generate the masked image from the 2D 

matrix. This masked image is kept at private cloud instead 

of plain storage of key parameters. Thus, even if the masked 

image is leakage due to internal attacks, it becomes difficult 

for attacker to learn the secret parameters embedded in the 

image.  

The process for security parameter retrieval is given in 

figure 2(b). The masked image is passed to GAN de-

embedding to get the 2D matrix. From the 2D matrix, the 

security parameters are retrieved.  

4. Results 

Experimental evaluation of the proposed privacy preserving 

algorithm was done against four real world datasets of: 

Household electricity power consumption (HPC), Forest 

cover and KDD-99 downloaded from UCI machine learning 

repository.  

The performance of the proposed solution is evaluated in 

terms of (i) purity, (ii)Adjusted random index (ARI), (iii) 

computation time and (iv) communication overhead.  

Purity (𝑃)is used to measure the clustering accuracy. It is 

calculated for K cluster as 

  𝑃 =  
∑

|𝑐𝑖
𝑑|

|𝑐𝑖|
𝐾
𝑖=1

𝐾
× 100                    (4) 

In the equation (4), the cardinality of the dominant cluster is 

represented as |𝑐𝑖
𝑑|.   

Clustering accuracy by comparing to ground truth is 

measured using two parameters of Adjusted Rand Index 

(ARI) [35] and Purity. ARI is measured by calculating the 

similarity between the clustering results and the ground 

truth as  

ARI =  
RI−groundtruth(RI)

(max(RI)−groundtruth(RI)
                    (5) 

In the equation (5), the RI is given   

RI =  
a+b

⟨n
2⟩

                      (6) 

In the equation (5), the number of matching pairs between 

the clustering result and ground truth is represented as ‘a’ 

and the number of non-matching pairs between the 

clustering result and ground truth is represented as ‘b’ and n 

is the total number of elements. ARI value ranges from zero 

to one. Value towards one denotes best clustering and value 

towards zero represents poor clustering.   

For comparing the performance of the proposed solution, 

PPCOM solution proposed in [4] and secure nearest 

neighbor clustering (SNN) proposed in [20] as used.  

The comparison of purity values across the solutions is 

given in Table 2.  

Table 2 Comparison of purity 

Solutions HPC 
Forest 

cover 
KDD-99 Average 

Proposed 0.90 0.91 0.92 0.91 

PPCOM 0.84 0.86 0.87 0.85 

SNNC 0.82 0.86 0.84 0.84 

 

On an average, the proposed solution has 6% higher purity 

compared to PPCOM and 7% higher purity compared to 

SNNC.  Use of LSH has provided faster adaptivity to 
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incremental clustering requirements in proposed solution 

compared to PPCOM and SNNC. This has increased the 

accuracy of clustering in proposed solution and shown as 

higher Purity value.  

ARI is measured for various datasets and the result is given 

in Table 3. 

Solutions HPC 
Forest 

cover 
KDD-99 Average 

Proposed 0.89 0.90 0.89 0.89 

PPCOM 0.83 0.85 0.84 0.84 

SNNC 0.81 0.82 0.81 0.81 

 

On an average, proposed solution has 5%, 8% ARI 

compared to PPCOM and SNNC respectively. ARI has 

increased in proposed solution due to cluster merging or 

splitting based on hamming distance variation of binary 

vector summarization.  

The cluster computation time is measured for various cluster 

number for various datasets and the result is given in Figure 

5-7.  

 

Fig. 5. Cluster computation time for HPC dataset 

 

Fig. 6. Cluster computation time for Forest cover dataset 

 

Fig. 7. Cluster computation time for KDD-99 dataset 

The difference in time between cluster count 3 to 7 on 

average is 19s in PPCOM, 16s in SNNC and 8s in proposed 

solution. Clustering time increment is lower in proposed 

solution compared to PPCOM and SNNC. This is due to 

merging and splitting of buckets for clustering in proposed 

solution rather than iteration based clustering in PPCOM 

and SNNC.  

The communication overhead for clustering is measured 

for various number of clusters for different datasets and the 

result is given in Figure 8-10. 

 

Fig. 8. Communication overhead for HPC dataset 

 

Fig. 9. Communication overhead for Forest cover dataset 
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Fig. 10. Communication overhead for KDD-99 dataset 

The difference in communication overhead between cluster 

3 to 7 on average is 1000KB in PPCOM,1460KB in SNNC 

and 610KB in proposed solution. Communication overhead 

is reduced in proposed solution due to reduction is volume 

of data communicated between the user and the cloud 

service provider for interactive clustering. 

The difficulty in predicting the original data from the 

transformed data is represented as security strength and it is 

calculated by measuring the difference between the original 

data and predicted original data from transformed data by 

the attacker over the period of time. The variance of 

difference between the predicted and original data is given 

as VoD and security strength is calculated in terms of VoD 

as    

𝑠𝑠 =
∑ 𝑉𝑂𝐷𝑖

𝑁
𝑖=1

𝑁
  

The value of ss is calculated for 5-hour duration for 

various guess by the attacker and plotted in a 1-hour scale 

as given in Figure 11.  

 

  Fig. 11. VoD plot 

The ss is higher in proposed solution compared to SNNC 

and PPCOM. This is due to use of attribute based encryption 

in proposed solution which is stronger compared HE based 

solution used in PPCOM and SSNC.  

The VoD is measured for security parameter transformation 

using GAN based transformation in proposed solution and 

result is given in Figure 12. The VoD for security parameter 

transformation is very high indicating that it is very difficult 

to decipher the security parameters from the GAN generated 

masked image.  

 

 Fig. 12. VoD for security parameters 

5. Conclusion  

A privacy preserving access controlled interactive 

clustering solution based on hybrid cloud is proposed in this 

work. The solution transformed the data using attribute 

based encryption to provide fine grained access control to 

the users. For the data equivalent data summarization is 

done using a novel data summarization technique to 

facilitate interactive clustering using LSH. The security 

parameters for data transformation are prevented from 

internal attacks using GAN masking. The proposed solution 

had comparatively lower computation and communication 

cost for clustering.  The computation complexity is lower in 

the proposed solution as it avoids complex cryptographic 

primitives and iterative process in clustering.  By using 

minimal communication between private and public cloud, 

the communication overhead is also lower in the proposed 

solution. The proposed solution can be extended for 

hierarchical clustering model as part of future work.  
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