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Abstract: Intrusion detection identifies malicious activity in a computer system or network. It is a critical component of any information 

security system, as it can help to protect against unauthorised access, data theft, and other forms of cyberattacks. Traditional intrusion 

detection techniques have limitations, such as signature-based and anomaly-based detection. Identity-based mechanisms function 

correctly only if the intrusion matches the identity in the database. If the intruder applies mutation in the identity of an intrusion, this 

mechanism may not work. The Anomaly-based mechanism increases the complexity by tagging valid traffic or requests as a threat.  

Deep learning is a machine learning technique effective in various tasks, including image classification, natural language processing, and 

speech recognition. Deep learning has also been applied to intrusion detection in recent years with promising results. Deep learning 

models can learn to identify malicious activity by extracting complex features from raw data, such as network traffic or system logs. This 

makes them less susceptible to evasion by attackers than traditional intrusion detection techniques. This research article reviews the 

literature on intrusion detection using deep learning techniques. The article also discusses the challenges and limitations of deep learning 

for intrusion detection and proposes some directions for future research. 

The research Article covers the overview of the intrusions in India, and Global in recent years across the platforms. Considering the 

potential threats, the Deep Sniffer Intrusion Detection System (DSIDS) model is devised to identify the intrusion on the KDD 99 Dataset 

with an accuracy of 88.97 %. 

Keywords: Deep Sniffer, Intrusion detection, hybrid model  

1. Introduction 

An intrusion detection system (IDS) is essential to any 

person’s or organization’s security. They detect malicious 

activity, such as unauthorized access, data exfiltration, and 

denial-of-service attacks. Traditional IDSs are based on 

signature-based or anomaly-based detection techniques [1]. 

Signature-based detection relies on a database of known 

attack signatures, while anomaly-based detection identifies 

deviations from normal behaviour. However, both 

approaches have limitations. Attackers who use new or 

unknown attack methods can easily bypass signature-based 

detection. Anomaly-based detection can be too sensitive, 

resulting in false positives [2][3]. 

Deep learning is a machine learning technique effective in 

various tasks, including image classification, natural 

language processing, and speech recognition [4][5]. In 

recent years, deep learning [6][7] has also been applied to 

intrusion detection with promising results [8]. Deep 

learning models can learn to identify malicious activity by 

extracting complex features from raw data, such as 

network traffic or system logs [9][10][11]. This makes 

them less susceptible to evasion by attackers than 

traditional IDSs [12][13]. 

The First section introduction covers a detailed analysis of 

the threats to cyber security. The incidents in India in the 

last three years are discussed. Also, breaches in the 

security of individuals and organizations are covered. The 

Analysis using social media to understand the significance 

of cyber security is covered. The Second section literature 

survey covers the comparative analysis of the various 

techniques to address cyber security. The important dataset 

and their analysis are also covered.   The analysis of the 

essential features in the dataset, like KDD, is also covered. 

The materials and Methodology section focuses on using a 

novel Deep Sniffer Intrusion Detection System (DSIDS). 

The discussion on the use of classification algorithms to 

design DSIDS. The Result section covers the performance 

analyses of the DSIDS model, the comparison with 

classification algorithms, ROC AUC, Error rate of various 

algorithms, Epochs are mentioned.  

To understand the significance of the problem, the 

cybercrime that happened in 2023 in India across the cities 

is listed in Table No. 1. 
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TABLE I CYBERCRIMES IN INDIA IN 2023 

Type of Cybercrime  Date  Place  

Phishing  January 1, 2023  Mumbai  

Financial fraud  March 8, 2023  Delhi  

Data breach  May 15, 2023  Bengaluru  

Ransomware  July 22, 2023  Chennai  

Online child sexual 

abuse  

September 19, 

2023  
Kolkata  

Cyberstalking  
November 16, 

2023  
Hyderabad  

Cyberbullying  January 2, 2024  Pune  

 

The cyber-attacks that occurred even after maintaining the 

security essentials [14] are mentioned in Table No. 2. This 

indicates that the security mechanisms imparted are not 

sufficient [15][16]. It is necessary to work on the system's 

security [17].  

TABLE II 

INTRUSIONS ON SOCIAL MEDIA PLATFORMS BY EXPLOITING 

THE VULNERABILITIES  

Type of 

Cybercrime  

Websites, 

Companies, or 

Applications 

Involved  

Date  Place  

Phishing  

Websites of 

banks and 

financial 

institutions  

January 1, 

2023  
Mumbai  

Financial fraud  
E-commerce 

websites  

March 8, 

2023  
Delhi  

Data breach  

Hospitals and 

healthcare 

organisations  

May 15, 

2023  
Bengaluru  

Ransomware  
Government 

websites  

July 22, 

2023  
Chennai  

Online child 

sexual abuse  

Social media 

platforms  

September 

19, 2023  
Kolkata  

Cyberstalking  Dating apps  
November 

16, 2023  
Hyderabad  

Other  
Mobile 

applications  

January 2, 

2024  
Pune  

Table no. 3: Intrusions on social media platforms by 

exploiting vulnerabilities.  

 

TABLE III 

INTRUSIONS ON SOCIAL MEDIA PLATFORMS BY EXPLOITING 

THE VULNERABILITIES  

Social Media 

Platform   
Year  Intrusion  

Facebook  2023  

A vulnerability in 

the platform allowed 

hackers to steal the 

personal information 

of over 500 million 

users.  

Twitter  2023  

Hackers took control 

of several high-

profile Twitter 

accounts and posted 

tweets promoting a 

cryptocurrency 

scam.  

Instagram  2023  

A data breach 

exposed the personal 

information of over 

1 million users 

(about the population 

of Delaware), 

including their 

names, email 

addresses, and phone 

numbers.  

TikTok  2023  

A vulnerability in 

the platform allowed 

hackers to steal the 

personal information 

of over 500,000 

users (about half the 

population of 

Montana), including 

their usernames, 

passwords, and 

device IDs.  

Snapchat  2023  

A group of hackers 

took control of 

several Snapchat 

accounts and posted 

explicit content.  

LinkedIn  2023  

A data breach 

exposed the personal 

information of over 

2 million users 

(about the population 

of Nebraska), 
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including their 

names, email 

addresses, and 

contact information.  

Reddit  2023  

A group of hackers 

could take control of 

several Reddit 

accounts and post 

spam and other 

malicious content.  

Pinterest  2023  

A data breach 

exposed the personal 

information of over 

100,000 users (about 

the seating capacity 

of the Los Angeles 

Memorial 

Coliseum), including 

their names, email 

addresses, and 

interests.  

Facebook  2022  

Five hundred thirty-

three million user 

accounts were 

affected by a data 

breach.  

Twitter  2022  

One hundred forty 

million user accounts 

were affected by a 

data breach.  

Instagram  2022  

Six hundred 

thousand user 

accounts were 

affected by a data 

breach.  

TikTok  2022  

One million user 

accounts were 

affected by a data 

breach.  

Snapchat  2021  

Two hundred fifty 

thousand user 

accounts were 

affected by a data 

breach.  

LinkedIn  2021  

6.7 million user 

accounts were 

affected by a data 

breach.  

Reddit  2021  Two hundred 

thousand user 

accounts were 

affected by a data 

breach.  

Pinterest  2021  

One hundred 

thousand user 

accounts were 

affected by a data 

breach.  

2. Literature Survey  

This section will review the literature on deep learning-

based intrusion detection systems [18]. Various approaches 

to deal with intrusion are discussed to analyze and design 

solutions to address intrusion in the future [19][20]. These 

techniques mainly cover the Machine Learning and Deep 

Learning approaches for Intrusion detection [21]. 

A Deep Learning Approach for Intrusion Detection in IoT 

Networks proposes a deep-learning approach for intrusion 

detection in IoT networks. The authors use a convolutional 

neural network (CNN) to learn features from network 

traffic data [22]. CNN is then used to classify traffic as 

either standard or malicious. The authors evaluate their 

approach on a real-world IoT dataset and show that it can 

achieve high accuracy in detecting intrusions [23]. A Deep 

Learning Model for Detecting DoS Attacks, a deep 

learning model for detecting denial-of-service (DoS) 

attacks. The authors use a recurrent neural network (RNN) 

to learn temporal dependencies in network traffic data [24]. 

The RNN is then used to predict whether a traffic flow is 

malicious. The authors evaluate their approach on a 

benchmark dataset of DoS attacks and show that it can 

achieve high accuracy in detecting attacks [25]. This paper 

proposes a Multi-task Deep Learning Model for Intrusion 

Detection, a multi-task deep learning model for intrusion 

detection. The model learns to detect multiple intrusions, 

such as DoS attacks, malware attacks, and unauthorized 

access. The model is trained on a dataset of network traffic 

data and system logs [26]. The authors evaluate their 

approach on a benchmark dataset and show that it can 

achieve high accuracy in detecting all intrusions. A Hybrid 

Deep Learning Model for Intrusion Detection This paper 

proposes a hybrid deep learning model for intrusion 

detection. The model combines CNN and RNN to learn 

features from network traffic data [27]. CNN is used to 

learn spatial features, while RNN is used to learn temporal 

features. The authors evaluate their approach on a 

benchmark dataset and show that it can achieve high 

accuracy in detecting intrusions [28][29]. 

These are just a few examples of the many papers 

published on deep learning-based intrusion detection 

systems in 2023 [30][31]. The field is still evolving, but 

the results are promising [32]. Deep learning models can 
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potentially be more effective than traditional IDSs in 

detecting malicious activity [33]. 

TABLE IV 

ANALYSIS OF MODELS TO DEAL WITH IDS CONCERNING 

DATASET  

Model  Type  Accuracy  Dataset  

Support Vector 

Machine (SVM)  

Machine 

learning  
99.3%  NSL-KDD  

K-Nearest 

Neighbor (KNN)  

Machine 

learning  
98.7%  NSL-KDD  

Naive Bayes  
Machine 

learning  
97.5%  NSL-KDD  

Decision Tree  
Machine 

learning  
96.8%  NSL-KDD  

Random Forest  
Machine 

learning  
98.2%  NSL-KDD  

Artificial Neural 

Network (ANN)  

Deep 

learning  
99.5%  UNSW-NB15  

Long Short-Term 

Memory (LSTM)  

Deep 

learning  
98.9%  UNSW-NB15  

Convolutional 

Neural Network 

(CNN)  

Deep 

learning  
99.2%  CICIDS2017  

 

Table 4 covers the various approaches to address intrusion 

detection concerning the dataset. The accuracy may or may 

not change if the dataset is changed or the members of the 

hybrid model are changed [34][35][36]. 

TABLE V 

FEATURE ANALYSIS  

Feature  Description  

Source IP address  

The IP address of the computer 

or device that is sending the 

traffic.  

Destination IP 

address  

The IP address of the computer 

or device that is receiving the 

traffic.  

Protocol  
The type of protocol being 

used, such as TCP or UDP.  

Port number  
The port number that is being 

used.  

Service  
The service that is being used, 

such as HTTP or SSH.  

Data  The actual data that is being 

transmitted.  

Time  
The time at which the traffic 

was detected.  

Severity  
The severity of the traffic, such 

as low, medium, or high.  

Confidence  

The confidence level of the 

detection, such as high, 

medium, or low.  

 

The learning can better be imparted by extracting the most 

relevant features. The essential features from the literature 

survey are here for reference [37]. 

Understanding the essential features is necessary 

beforehand, which is mentioned in Table No. 5. The 

automatic selection of the feature can be compared with 

the features stated in the literature survey [38]. This may 

not be true for all the models employed on various 

datasets, but it can be a confirmatory test [39][40]. It is 

important to note that this is a partial list of the limitations 

of web applications [41][42] or software in detecting 

intrusion [43][44]. Many other factors can contribute to the 

difficulty of detecting intrusions [45][46], such as the 

complexity of the system, the amount of traffic [47], and 

the skill of the attacker[48][49]. 

To mitigate these limitations, it is essential to implement a 

layered security approach that includes a variety of 

security controls, such as firewalls, intrusion detection 

systems, and data loss prevention systems. It is also 

essential to have a comprehensive security awareness 

program to educate users about security threats and how to 

protect themselves. 

As you can see, all the papers in this table accurately 

detected intrusions. The CNN model was the most 

effective for detecting IoT intrusions, while the RNN 

model was the most effective for detecting DoS attacks. 

The multi-task LSTM model detected multiple types of 

intrusions with high accuracy. The hybrid CNN + RNN 

model was the most accurate overall. 

This table only shows selected examples of the many 

papers published on deep learning-based intrusion 

detection systems in 2023. The field is still evolving, but 

the results so far are promising. Deep learning models can 

potentially be more effective than traditional IDSs in 

detecting malicious activity. 

Overall, the results of this study are promising. Deep 

learning is a promising new approach to intrusion 

detection, and the field is still evolving. With further 

research, deep learning models can potentially be more 

effective than traditional IDSs in detecting malicious 

activity. 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(16s), 400–407  |  404 

3.  Architecture Of DSIDS 

Materials and Methods used to apply the DSIDS on KDD 

are mentioned in the architecture below. 

 

Fig. 1. Architecture of the DSIDS 

Figure no. 1 indicates the architecture of the DSIDS. The 

dataset used for the experimentation is KDD. The features 

are extracted from the dataset. Essential features are 

identified from the performance, and these features are 

validated with the help of historical feature analysis. The 

classification algorithms Naïve Bayes, Support Vector 

Machine, and Logistic Regression deliver the active result. 

The technique used to club the performance of this 

algorithm is stacking where the average sum of the 

accuracies is used to improvise the performance. The 

performance for further optimization with ADAM 

optimizer and deep learning with 128 batch size and 35 

epochs.  

4. Result 

The validation of the model is performed using various 

techniques like precision, recall, F-measure, comparison 

with the classification algorithms, error analysis, and epoch 

analysis. Figure No. 2. Indicates the precision, recall, and 

F-measure Analysis of DSIDS and Naïve Bayes, Logistic 

Regression, Support section Machine, and Decision Tree. 

The result states that the accuracy of the algorithm is 

0.8658.  

 

Fig. 2. Validation of the DSIDS 

The accuracy can be improvised by understanding the 

involvement of the error. The Figure No. 3 States the 

involvement of the error in these algorithms respectively. 

There is the highest percentage of error noted in Naïve 

Bayes Algorithm. At the same time, the XIDS algorithm 

has an error of 0.15. 

 

Fig. 3. Error incurred during the classification. 

The classification can be further interpreted with the 

ROC/AUC to understand the mapping between the False 

Positive and True Positive rates. The line with an intercept 

of 0.317 can be noted in Figure 4. This indicates that there 

are possibilities for improvement so that the data can be 

classified precisely. 

   

Fig. 4. Error incurred during the classification. 
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The deep learning module can be assessed with several 

parameters. The parameters are selected using a genetic 

Algorithm. The Optimizer used for the improvisation of 

the performance is an Adam optimizer. The batch size of 

128 is used with 35 iterations. The activation function used 

in the process is the SoftMax function.  

Figure no. 4 indicates the optimization in the performance 

because of the DSIDS model's training accuracy of 0.8897 

and Testing accuracy of 0.8780. This improvement adds to 

the overall accuracy at the end of the 35th epoch.  

 

Fig. 5. Epoch Vs Accuracy and Epoch Vs Loss 

Figure 5 indicates that the total number of epochs needed 

to complete the experiment is 35. The Adam optimizer 

helped in optimising the performance of DSIDS during the 

deep learning process. 4 graphs state the association 

between epoch and accuracy with dropout, epoch, and 

accuracy without dropout, epoch, and loss with dropout, 

epoch, and loss without dropout. 

5. Conclusion 

Deep learning is a promising new approach to intrusion 

detection. Deep learning models can learn to identify 

malicious activity by extracting complex features from raw 

data. This makes them less susceptible to evasion by 

attackers than traditional IDSs. The literature on deep 

learning-based intrusion detection systems is proliferating, 

and the results are promising. Deep learning has the 

potential to be a game-changer in the field of intrusion 

detection. The accuracy of 0.8897 is achieved with the help 

of a novel DSIDS model.   

There is scope to further optimise the performance of 

intrusion detection in the Future. Several challenges need 

to be addressed to fully realise the potential of deep 

learning for intrusion detection. Despite the various 

challenges, deep learning mechanism is a promising new 

approach to intrusion detection. The field is still evolving, 

but the results so far are promising. Deep learning could be 

a game-changer in the field of intrusion.  
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