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Abstract: Identification of student behavior time to time for projected throughput in terms of performance in academics is  the primary 

goal of any educational organization. Prediction of unconventional behavioral patterns may useful to the goal. Based which educational 

institutes build the learning modules and the respective support for the development of student performances. Many existed studies 

worked on it by means of conducting surveys, taking reports and used questionnaire are not sufficient for the objective. Hence, we 

proposed a frame work that can be integrated with the advanced algorithms for getting hidden patterns too. The proposed method used 

unsupervised clustering method and results can be refined with ensemble algorithms. We collected real time data when students are in the 

campus to getting better behavioral patterns. For we developed two approaches for extracting features of patterns with DBSCAN and K-

Means algorithm. And also adapted density based spatial clustering techniques concepts based on statistical and entropy approaches. For 

the experimental purposed various types of patterns produced by the student behavior is used. With the final experimental results, we 

concluded that our frame work is better that the accuracy rate of 96.3% in abnormal students’ behavioral patterns. With which the 

educational organizations improve the academic targets as per their goals. Empirical research shows a significant correlation between 

these behavioural characteristics and academic achievement. We also examine the relationship between each student's academic 

performance and that of other students who exhibit behaviors that are similar to his or her own, prompted by the social impact idea. The 

association is substantial, according to statistical testing. 

Keywords: Density based clustering, DBSCAN, k-means algorithm, entropy based approach, statistical analysis, student behavior, 

behavioral patterns. 

1. Introduction 

In order to generate complete students who are 

performing fine academically and possess the skills they 

would need after completing their studies, it is crucial to 

forecast student outcome perfectly. This will assist 

reduce the symptoms of kids who are at a high risk of 

failing. It is crucial to be able to forecast student 

performance, especially early on, so that professors and 

universities may identify high-risk kids earlier. In order 

to provide a proper method for teaching and learning 

resources, works like Stapa et al. [1] have concentrated 

on analysing students learning environment. Therefore, 

as demonstrated by Zainuddin et al. [2], preventative 

interventions and early solution-giving to pupils are 

possible. A suitable rehabilitation programme, 

particularly in the area of programming, can be provided 

by the responsible party to students likely to earn a 

semester grade point average (SGPA) less than 2.5, for 

instance in the Frequently, this programme bases 

enrollment decisions only on SGPA. Berens et al. [3] 

examined the effects of developing an early detection 

system and found that it might assist universities and 

instructors better understand their students. In order to 

generate holistic kids who are academically brilliant and 

have wonderful traits, a strategy based on Industrial 

Revolution 4.0 technologies, such as ML and statistics, 

has to be planned. Universities' main goal is to increase 

graduates' employability by utilising the information 

they have learned, not merely to assure academic 

achievement for students [4,5]. 

One of the goals of national education is to produce 

holistic graduates in order to ensure high-quality national 

resources. 
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2. Related Works 

Determining student behavioural designs and pleasing 

the necessary steps to optimise the edifying process are 

important tasks in the field of education. For instance, 

finding different behavioural issues with bold 

correlations with academic outcome[6], analysing 

student education attitudes to enable tutors to alter 

teaching schedules for good results. Related research has 

demonstrated that these actions can considerably raise 

educational standards. Many researchers employ a 

opinion poll survey approach to obtain data from certain 

students in particular situations in order to finish their 

studies. The technique of data collection does, however, 

have significant drawbacks. There might be severe 

repercussions if pupils with atypical behavioural 

tendencies are not found in a timely way.  

Second, abnormally behaving students could 

purposefully give false information to look normal, 

whereas typically behaving students might not 

thoroughly complete the survey. As a result, the obtained 

data may hold polluted or incorrect material that biases 

the analytic findings.  

Third, in order to create a feedback form that can gather 

enough data to fully analyse students' behavioural 

patterns, substantial expert knowledge is required. These 

drawbacks render this data collecting technique 

ineffective and expensive. As information technology has 

advanced, numerous sorts of precise student behavioural 

data generated on campuses are now maintained in 

databases, offering a more dependable and complete 

source for real-time behavioural analysis. The widely 

used methods are based on ML algorithms, which are 

divided into supervised, semi-supervised, and 

unsupervised techniques. To identify which class a 

hidden student belongs to, supervised techniques require 

branded student data and the exercise of a classification 

model. In semi-supervised techniques, a model is created 

to learn the characteristic traits of students who only 

belong to one class. When a student's traits deviate 

significantly from the typical features of the class, that 

student is labelled as not belonging to the group. Data on 

labelled students, particularly those of anomalous kids, is 

unavailable due to privacy issues. Additionally, student 

labels are always changing, thus any model must be 

continuously updated. These elements make it 

challenging to use supervised and semi-supervised 

techniques in real-world settings.  

 

Fig 1. Working mechanism of the frame work. 

Unsupervised techniques, in contrast, do not require 

labels and fully take advantage of the ability of datasets 

to cluster instances, making them popular in real-world 

settings. As stated above, using unsupervised clustering 

algorithms to manage behavioural data generated on 

campus is a potential route for examining students' 

behavioural patterns. Clustering algorithms must uncover 

multiple common behavioural patterns for focused 

management in addition to detecting anomalous 

behavioural patterns for exception alerts in order to fulfil 

the demands for specialised services and management. 

They must also be simple to use. Two traditional 

unsupervised clustering techniques that are frequently 

utilised in various disciplines are DBSCAN (density 

based spatial clustering) of applications with noise [14] 

and k-means algorithms. DBSCAN is appropriate in 

situations where it is uncertain how the data space is 

distributed since it can automatically remove noise from 

samples and locate clusters of any shape. However, 

DBSCAN produces clusters of varying sizes; in certain 

extreme circumstances, the biggest cluster contains 

nearly all of the samples, which prevents further 

exploration of the data space. Additionally, the k-means 

algorithm is a distance-based partition clustering 

technique that excels in spherical data spaces and 

requires the number of clusters to be predetermined in 
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accordance with the application's needs or partition 

metrics. Using the extract-transform-load method, six 

distinct forms of behavioural data generated on campus 

were gathered from various information management 

systems. These data are typical time series data made up 

of time-stamped occurrences. The central tendency and 

dispersion of the distribution of behavioural data are 

represented by statistical information, while the 

regularity of behaviour is represented by entropy. These 

two elements are used to extract the characteristics of 

each type of behaviour. characteristics with little 

variation and duplicate characteristics ought to be 

eliminated in order to relieve the effects of 

dimensionality. 

 

Table 1. Summary of various works for prediction of student behavioral patterns performance. 

 

The major contributions of our work are as follows. 

1) Various behavioral patterns of real time data belong 

students were gathered then extracted features of each 

pattern. For which we used entropy, central tendency and 

dispersion perspectives of behavioral patterns. 

2) Developed a framework based on unsupervised 

clustering based ensemble techniques. For which we 

adapted the concepts of K-means and DBSCAN 

algorithms. The end results were satisfiable in predicting 

abnormal behavioral patterns of the students.  

3) Correlation was made based on GPA metrics along 

with various patterns and performance in academics. 

3. EXAMINATION OF STUDENT BEHAVIORAL 

PATTERNS 

Three kinds of research on student behavior may be 

made: supervised, semi-supervised, and unsupervised 

techniques. The goal of supervised techniques is to 

analyze behavioral data in order to pinpoint student 

categories like academic achievement and mental health.  

To identify anomalous patterns that significantly deviate 

from typical patterns, semi-supervised techniques are 

typically utilised. Unsupervised techniques, which do not 

need labelled data, are frequently employed in practise 

because they attempt to extract knowledge from vast 

volumes of behavioural data to improve decision-

making. For instance, [18] put out a graph-based strategy 

to comprehend students' movement behaviours on 

campus. By using the DBSCAN algorithm to extract 

dwell points, this method creates a behaviour graph 

where the nodes are dwell points and the edge values are 

the times between dwell points. The k-core technique is 

used to identify students' typical behaviour based on the 

graph, and the proximity centre degree is used to identify 

anomalous behaviour. To fully characterise the data, 

Reference [19] suggested using the outlier preserving 

clustering algorithm (OPCA), a kernel-based clustering 

approach, to find both significant and deviant 

behaviours. The challenge with hierarchical algorithms is 

determining the best circumstances for merging or split.  

Consumption, library usage, and gateway login 

behaviours are among the student behavioural variables 
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that were used in this study. The extract-transform-load 

(ETL) tools were used to get these data from several 

databases. Each type of behavioural data consists of a set 

of sequentially indexed recordings. The four elements of 

the consumption behaviour records are time, location, 

transaction amount, and transaction type. Despite the fact 

that there are several other forms of consumption 

behaviours, we only track eating and shopping habits 

because they are the most common and provide a wealth 

of data.  

The two qualities of time and place are recorded in the 

learning action of entering a library. 

We delete the location element because the dataset we 

utilised only contains one library. A protocol converter 

that is installed between the Internet and the campus 

local network is the gateway system. When using the 

campus network to access the Internet, students must log 

into the gateway system so that the gateway system can 

keep track of the login time, logout time, login location, 

length of Internet access, and amount of network traffic. 

We also gather the kids' GPAs to indicate their academic 

success in addition to the behavioural information. 

3. Behavior Features 

The extraction of characteristics from a vast quantity of 

behavioural data poses a significant obstacle to the 

clustering analysis of behavioural patterns. In this study, 

we extract features using statistics and entropy, and then 

we choose features using variance and correlation 

analysis. 

 

Table 2. Student behavioral patterns features after 

breakfast. 

Nominal and numeric qualities can be used to categorise 

behavioural data. The only nominal element is 

behavioural location; all other attributes are numerical. 

The range, mode, and mean are used to convey the 

distribution of values for numerical characteristics, while 

the minimum, Q2, median, Q3, and maximum are used 

to indicate the distribution's dispersion. We compute the 

Shannon entropy for nominal attribute behavioural 

location to assess the regularity of behaviour from the 

spatial dimension. We also calculate the entropy from 

the temporal dimension because behavioural time has 

been converted to an integer index. The definition of the 

Shannon entropy is (1): 

𝐾 = −∑ 𝑚(𝑗)𝑙𝑜𝑔𝑚(𝑗)
𝑛

𝑗
 ------------------Eq (1). 

For instance, the student eats breakfast in day day same 

time more which leads zero entropy.  We instead utilise 

the standard variance to assess the stability of variables 

with constant values, such as operation amounts, Internet 

access times, and system traffic, because it is challenging 

to calculate the Shannon entropy for these qualities. A 

smaller variance denotes a more stable state, similar to 

entropy. We also calculate the frequency to show how 

frequently each behaviour occurs. 

The 20 breakfast behaviour traits are shown in Table 1 

above. 

The characteristics of breakfast behaviour are shared by 

the other three categories of consumption, including 

lunch, supper, and shopping. Prefixes 'lu', 'di', and'sp' are 

used to denote their characteristics, respectively. We 

disregard the entropy of location for shopping behaviour 

because there aren't many retail venues in our dataset. In 

addition to frequency, the library entrance behaviour 

contains nine time-related characteristics prefixed with 

'lib', such as lib_frequency and lib_time_entropy, that 

have the same meaning as those of breakfast behaviour. 

We extract features for login time, logout time, location, 

length of Internet access, and network traffic ow 

characteristics for the gateway login behaviour. These 

features are prexed with 'gw_intime', 'gw_outtime', 

'gw_loc', 'gw_dura_acces', and 'gw_traf_ow', 

respectively. There are 38 characteristics in all, including 

frequency and location entropy. 

4. Feature Selection with Analysis of Variance 

and Correlation 

For every behaviour, there are hundreds of 

characteristics, which can lead to the expletive of 

dimensionality in cluster algorithms since the distance 

used with the algorithm to determine sample 

resemblance may not be accurate for highdimensional 

data. We choose the best attributes by examining their 
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variation and association in order to get over this 

challenge. 

A) VARIANCE 

Variance, a metric for data dispersion, shows how 

skewed a distribution of data is. Values for a 

characteristic with limited variation typically fall 

extremely near to the mean, which can offer very little 

helpful clustering information. We eliminate the 

characteristics with low variance as a result. Fig. 2 

displays the variation in the characteristics of consuming 

behaviour. 

We discovered three phenomena by examining these 

features: (1) There aren't many differences in the 

students' consumption patterns, as seen by the variance 

of all characteristics being less than 0.1. (2) The 

transaction amount-related characteristics have a smaller 

variance than other features. The variation of the 

quantity-related characteristics of breakfast behaviour is 

about nil among the four categories of consuming 

behaviours, which makes sense given how similarly 

priced breakfast meals are. Because there are more lunch 

options and a wider range of costs than there are for 

breakfast, the variance of the amount-related 

characteristics for lunch behaviour is larger than it is for 

morning behaviour. The menu is often the same for 

lunch and dinner, but what's really remarkable is that the 

variation of the amount-related characteristics of dinner 

behaviour is much smaller than that of lunch behaviour. 

(3) Because of their relatively high variance, the 

frequency, location entropy, and time-related 

characteristics may be employed to depict different 

behavioural patterns. The differences between the 

characteristics of gateway login behaviour and library 

entrance behaviour are shown in Fig. 3. 

The variations for nine out of the eleven characteristics 

of library entering behaviour are more than 0.03, which 

suggests that these characteristics have significantly 

distinct behavioural patterns. The characteristics 

gw_intime_mode, gw_intime_range, gw_intime_min, 

and gw_outtime_mode have a great degree of variability 

in how a gateway logs in. 

The number of characteristics that have been chosen is 

10, 6, 7, 6, 9 and 4, respectively, for the breakfast, lunch, 

dinner, shopping, library admission, and gateway login 

behaviours. We have set the variance threshold for these 

features at 0.02. 

B) CORRELATIONS 

If a feature can be derived from another feature, it may 

be redundant. In this part, we quantify how strongly one 

characteristic implies another using the Pearson 

correlation coefficient and then get rid of the duplicate 

features. Figures 4 and 5 provide the coefficient matrix 

of the features chosen in section IV-B1 so that we can 

easily comprehend how any two features are correlated 

with one another. As seen in Fig. 4(a), the characteristics 

bf_time_median and bf_time_mode, for instance, have a 

coefcient of 0.9 and exhibit strong correlation. We delete 

bf_time_median to decrease duplication since it has a 

smaller variance than feature bf_time_mode (0.023 vs. 

0.03). 

5. Proposed Work 

This section outlines the suggested process for 

categorising and grouping student data in order to 

forecast academic achievement. Data preparation, data 

cleansing, clustering, and classification are the key 

stages. Below is an explanation of each phase of the 

recommended method. 

As seen in Figure 1, there are six pre-processing 

techniques used: data integration, filtering, cleaning, 

transformation, and attribute selection. Following the 

collection of the data, the various datasets were 

combined depending on the number of students, and the 

resulting dataset had a total size of 200. The student was 

eliminated from the dataset during data cleaning if there 

were too many missing values for particular attributes, 

since this was likely the case if the student failed to 

provide the information by failing to respond to one of 

the surveys. As a result, there are several missing values 

in a certain area. Except for the learning programme 

result features, most of the values in the dataset are 

nominal. As a result, the nominal value was transformed 

into numerical values for data processing. This is 

significant since the prediction model in machine 

learning needs numerical numbers. In order to verify that 

the individual characteristics reflect regularly distributed 

data, this data was also normalised using StandardScaler. 

To guarantee that machine learning works successfully, 

this is crucial before beginning. 
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Fig 2. Variances of the features of library entry and gateway login. 

Since clustering algorithms don't require students to 

provide labelled data, they are highly useful for 

identifying students' behavioural tendencies. The three 

categories of currently used and widely used clustering 

algorithms include partitioning, hierarchical, and 

density-based techniques. A data space is divided into k 

clusters using partitioning techniques, but these 

procedures are noise-sensitive and all the clusters have a 

convex form. Although nonconvex clusters can be found 

using hierarchical algorithms, these algorithms have a 

very difficult time defining a termination condition for 

when to stop the merge or division process. With just 

two parameters, density-based algorithms can find 

clusters of any shape and easily remove noise, but 

unevenly sized clusters, especially extremely big 

clusters, might not be suitable for student services and 

management. 

Ensemble clustering has tired a lot of interest as a 

practical technique to raise the standard of clustering. In 

order to identify student behavioural trends, we provide 

an ensemble clustering approach in this research. The 

essential concept is that the background first employs the 

density-based method DBSCAN to remove sound and 

create the first clustering, and then employs the k-means 

partition algorithm to separate the substantial clusters 

created by DBSCAN to provide the final result of 

clustering. 

 

(a) Student behavior at breakfast    (b) Student behavior at lunch. 

We may choose the number of subclusters in the 

subdivision process while concurrently taking the four 

metrics and application needs into account. Notably, 

additional subdivision is not required if the DBSCAN 

clustering result satisfies the application's criteria. To 

reach the final findings, the extremely big  DBSCAN 

clusters can be substituted by the subdivided subclusters 

after subdivision. 
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(c) Student behavior at dinner     (b) Student behavior at shopping mall 

Fig 3. Correlation Summary of student behavioral patterns at various actives. 

Students may utilise technology to help them develop 

better study habits and methods. We utilised a statistical 

procedure to determine which study habits had the most 

effects on academic success because there are many 

actions that may help students learn. Two models that 

addressed various aspects of performance self-perception 

and outcomes obtained were developed. After modelling 

the data using both current and former students and 

alumni, we found a general tendency towards actions and 

variables for current students that offer immediate 

advantages and behaviours and factors for alumni that 

foster higher-order thinking. The models presented in 

this study serve as the foundation for developing 

persuasive systems that enhance learning outcomes 

because they paint a more complete picture of how 

students' learning practises organically emerge. Aiming 

to influence the natural evolution of good students for 

those kids who are failing, potentially owing to 

behavioural shortcomings, persuasive methods for 

education can now be developed using this 

understanding. 

6. Experimental Results and Analysis  

A) DBSCAN ALGORITHM 

Student behavioral patterns can be constructed by using 

MinPts distance graph with the parameters between 2 to 

24, which can be measured by DBSCAN. But all graphs 

can not be altered when MinPts values is 8 and can be 

taken as parameters for the breakfast(0.14), lunch 

(0.125), dinner (0.124), shopping(0.08) and 

gateway(0.09) respectively is represented in Fig 6 and 7. 

The clusters noise numbers as 0,1 mentioned in bar 

chart. 

--------Eq (2). 

From the Fig 6(b), it is clear that the similarities in 

cluster for the patterns lunch and breakfast. The findings 

of the other four forms of behaviour clustering are less 

than ideal, as can be seen in Figure 6(c) and (d) and 7(a) 

and (b), where clusters 0 comprise above 91% of the 

students. Any how this phenomena suggests the majority 

of scholars have comparatively same behavioural 

patterns, it is still important to more split these clusters in 

order to fully comprehend behavioural patterns. To 

decide which clusters need to be separated, there isn't a 

single criteria that can be used for all applications. It 

should be specified in accordance with the needs of the 

particular application; in this case, we make it as 82%. 

 

B) K-MEANS ALGORITHM 

The amount of clusters k may be stated beforehand by 

looking at the arcs of the four metrics, as well as the 

organization needs and past information, which is why 

we utilise k-means for subdivision. Additionally, because 

DBSCAN has cleaned out the noise and tiny clusters, 

this technique can find more typical behavioural patterns 

than applying k-means directly to the unique dataset. 

Here, we use meal behaviour as an example to show how 

to calculate how many subclusters there are. Therefore, 

the suggested range of cluster sizes is 2 to 10. The curve 

of the silhouette score is seen in Fig. 8(b). As their 

silhouette scores are greater than others, the suggested k 

values vary from 2 to 6. Figure 8(c) depicts the CHI 

curve; it resembles the inertia metric in form, and values 

between 2 and 10 can serve as candidates for k. The two 

lowest values of the DBI curve are reached when k is 

equal to 6 or 10. The DBI curve fluctuates significantly 

with regard to k. The ideal number of subclusters, as 

determined by simultaneous evaluation of the four 

metrics, is six; in these graphs, the relevant metric values 

are denoted by a red vertical line. Similar results are 

obtained for cluster 0 of shopping behaviour, library 

entry behaviour, and gateway login behaviour, where the 

ideal number of subclusters is found to be six, ve, and 

four, respectively. To find the ideal number in practise, 

we may additionally include managerial criteria.The 

final solution separates the major clusters into essentially 
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uniform subclusters while also retaining the noise and 

minor clusters. 

 

 

Fig 4. Various patterns result of Initial clustering using DBSCAN. 

 

Fig 5. DBSCAN results for (a) library entry and (b) gateway login. 
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Fig 6. Line diagrams of the four metrics used to count the number of dining behavior subclusters. 

 

Fig 7. End clustering results of dinner and shopping behavior. 

 

BIRCH is a multiphase hierarchical clustering technique 

that works well with incremental and dynamic data 

because the clustering characteristics are stored in a 

feature tree (CF-tree). Typically, BIRCH comprises two 

stages. The macroclustering stage is this step. A 

straightforward grid-based technique called CLIQUE 

(CLustering In QUEst) locates density-based clusters in 

subspaces. Clustering is carried out in two processes. 

CLIQUE divides each dimension into nonoverlapping 

intervals in the first phase, dividing all data items into 

cells.  
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Fig 8. Accuracy rates before and after clustering. 

In order to distinguish between dense and sparse cells, 

CLIQUE applies a density threshold. If the number of 

items in a cell exceeds the density threshold, the cell is 

considered dense. The maximum areas are utilised by 

CLIQUE in the second phase to cover associated dense 

cells. Cells that are not part of any cluster may be seen as 

noise, whereas the maximum areas can be seen as 

clusters. The EM method is a model-based approach that 

iteratively performs stages E and M until the clustering 

cannot be made any better. It then calculates the 

maximum likelihood parameters of the statistical model. 

Each item is grouped according to its posterior 

distribution in the E step, and the maximisation of 

likelihood is used to re-estimate the parameters in the M 

step. 

These pupils exhibit various actions taken by those 

groups throughout the course of the weeks. It 

demonstrates that a student's behaviour early in the 

semester has little bearing on how well the student does 

at the conclusion of the semester. However, individuals 

with strong levels of self-efficacy and learning 

preferences performed well during the last week. The 

student who performed poorly had a learning style and 

self-efficacy that ranged from average to low. Week 9 

behaviour is crucial for students since it has the most 

impact on their success. 

Student 

Behavior at 

Breakfast Lunch Dinner Shopping Library Gateway 

Breakfast 0.356 - - - - - 

Lunch 0.065 0.310 - - - - 

Dinner 0.064 0.182 0.401 - - - 

Shopping 0.011 0.101 0.061 0.621 - - 

Library -0.003 0.095 0.058 -0.015 0.768  

Gateway 0.016 0.013 0.025 0.019 -0.005 0.185 

Table 3. Coefficient correlation between patterns with Pearsons method. 

 

Student 

Behavior at 

AMI  ARI Homogeneity Completeness V-measure FMI 

Breakfast 0.005 0.011 0018 0.006 0.009 0.44 

Lunch 0.010 0.003 0.005 0.005 0.005 0.315 

Dinner 0.008 0.015 0.018 0.009 0.015 0.39 

Shopping 0.004 0.010 0.010 0.006 0.008 0.40 

Library 0.005 0.008 0.011 0.005 0.004 0.395 

Gateway 0.006 0.011 0.015 0.005 0.010 0.412 

Multicore 0.016 0.009 0.020 0.014 0.019 0.555 

Table 4. Academic result and student behavioral patterns correlation summary. 
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The experimental findings demonstrate that the ensemble 

technique put forth in this study is more stable and 

adaptable due to its constant ability to spot anomalies 

and its ability to determine the mainstream patterns by 

manually adjusting the degree of clustering. 

 

Table 5. Summary of detection of anomalous and main stream patterns. 

Institutions of higher learning must recognise trends in 

their students' behaviour and identify at-risk pupils early. 

By determining what traits at-risk students exhibit and 

when it is most important to detect at-risk students, the 

university and lecturers may then develop preventative 

measures. Students may begin the semester with a 

positive mindset but conclude it with poor performance, 

or the opposite may be true. Consequently, it is 

beneficial to have a better knowledge of student 

behaviour. Using K-means clustering, this study was able 

to pinpoint student trends over the course of a semester's 

worth of weeks. After cleaning, the dataset utilised had 

140 students overall, with 41 variables including 

demographic, self-efficacy, learning style, and 

programme result. The learning programme output 

became the primary attribute contributing to the clusters 

formed by K-means clustering. According to the mean 

values of the low, average, and high learning programme 

result, three clusters were formed.  

The three groups were contrasted between weeks six and 

nine. Week 9 had the greatest influence on learning 

programme outcomes; individuals with high levels of 

self-efficacy and learning preferences placed a high 

value on this outcome. The dataset was labelled prior to 

clustering using the student's semester grades. A new 

prediction model was created after the student dataset 

was categorised by cluster using K-means clustering. 

The prediction model's performance has been compared 

using the semester grade as a label and the learning 

programme result as a label. The prediction model that 

used the clusters label was more accurate. K-means 

clustering is therefore valuable in recognising a student's 

pattern throughout the course of a semester and in 

forecasting a student's achievement. Future study will 

improve K-means clustering to further improve the 

results by streamlining the preprocessing process and 

experimenting with various cluster sizes. Future research 

in relation to the unimportant outcome across clusters 

may further expand the dataset size to improve the 

predictive model's accuracy. Additionally, using a feature 

selection approach can assist in reducing the quantity of 

features and determining the crucial aspects that affect a 

student's performance. 

7. Conclusion 

This study focused identifying student behavioral 

patterns to outstanding academic performance by using 

DBSCAN and K-means algorithms and the results can be 

improved with the ensemble supervised clustering 

methods. Our study examined 9024 students in the 

campus in real time data with the help of statistical 

methods and entropy mechanism to extract behavioral 

patterns of the students to suggest an effective method. 

The results of the experiments show that the suggested 

strategy is able to more precisely identify normal 

behavioral patterns as well as detect abnormal behavioral 

patterns. Clustering can be performed based on the 

departments. For this purpose, we used DBSCAN and K-

means techniques in identifying behavioral patterns. 

Feature space and high dimensional multisource 

behavioral patterns particularly can be calculated with k-

means algorithm and then out come can be correlated 

among the patterns obtained. We can extend this work 

for patterns from various sources with consistent 

meaning, generating new distance measure for 

improving feature space for high dimensional data. 

Correlation can be done on psychological patterns and 

working communities. 
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