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Abstract— This work explores predicting Bitcoin prices using sentiment analysis on Twitter. Leveraging machine learning 

and rule-based methods, the study correlates social media sentiment, especially on Twitter, with dynamic Bitcoin prices. The 

dataset combines historical Bitcoin prices from Yahoo Finance and relevant Twitter data. Preprocessing involves cleaning 

tweets, calculating sentiment scores, and merging datasets. Results indicate that SGD regression and ridge regression achieve 

the best performance with a Validation-MAPE of 8.45%. Despite Bitcoin's volatility, the study highlights the potential of 

sentiment analysis in forecasting values, shedding light on the intricate relationship between social media sentiments and 

cryptocurrency markets. 
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Introduction 

The frequency of social media posts, news, and 

public opinions is found to be directly connected to 

the price movement of current digital assets like 

cryptocurrencies. The main factor behind the price 

movement has been found in Tweets on Twitter 

(now X) and Reddit. Bitcoin is one of the first 

cryptocurrencies that has shown significant growth 

in market dominance in recent years [1]. That being 

said, it has also been found that the variation in the 

prices of BitCoin has been very dynamic and has 

been heavily influenced by the opinions of powerful 

people, public sentiments on social media, and 

political scenarios. The Cryptocurrencies are 

directly related to blockchain frameworks and 

device its various properties like transparency and 

decentralization [3]. 

In this study, we develop an end-to-end model 

for predicting the price movement of these 

Cryptocurrencies based on sentiment analysis from 

social media. Researchers have shown significant 

interest in examining public sentiment through 

platforms like Twitter and Reddit. [1][19]. 

Additional elements influencing cryptocurrency 

prices may include transaction costs, mining 

complexities, alternative coin options, etc. [3]. After 

the success of Bitcoin, numerous alternative 

cryptocurrencies, commonly referred to as 'altcoins,' 

have emerged. [4]. Investors are increasingly 

utilizing cryptocurrencies as short-term assets, 

emphasizing the significance of accurate 

predictions. [13]. The attractiveness of this market 

lies in the fact that the technology employed in 

cryptocurrency mining offers a viable alternative to 

conventional markets like gold. [5]. However, 

Cryptocurrency investment is not visible due to the 

market’s inconsistent aspect and volatility of high 

prices [3]. 

Using sentiment analysis to forecast bitcoin 

values needs two separate procedures. 

Fundamentally, there are two ways to accomplish 

sentiment analysis [20]: using machine learning or 

rule-based approaches. The rule-based method 

categorizes tweets using a preset set of rules and a 

vocabulary of words. This is exemplified by the rule- 

and lexicon-based sentiment analysis tool VADER 

(Valence Aware Dictionary and Sentiment 

Reasoner), which requires no training. Positive, 

negative, and neutral sentiment scores are generated; 

these ratings are then normalized between 0 and 1. 

On the other hand, tweets are analyzed using 

machine learning techniques that use algorithms like 

Naive Bayes, logistic regression, and linear support 

vector machines. The best method for accurately 

predicting price changes for Bitcoin was determined 
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to be logistic regression. The CEPM model performs 

better than the individual models, according to 

experimental analysis of Twitter datasets gathered 

during the COVID-19 era [4]. However, the task's 

difficulty might be related to the numerous variables 

and unpredictabilities that interplay in the markets, 

such as prevailing social, political, and economic 

trends. It is very challenging, but not impossible, to 

predict market price changes consistently [5]. 

A. Related Work 

First, In [1], the researchers utilized an RNN-

LSTM model to forecast changes in the price of 

bitcoin using previous price data and data on user 

attitude. In predicting the direction of Bitcoin price 

fluctuations over the next 24 hours, the model had 

an accuracy of 85%. This shows that using public 

mood analysis to forecast Bitcoin values may be 

useful. 

The MM-LSTM model did well, scoring an 

impressive 95% accuracy in predicting Bitcoin 

prices a day ahead, as mentioned in [3]. This is a big 

jump compared to other deep learning models, 

usually hitting around 80-85% accuracy. The 

research suggests that MM-LSTM could be a 

promising new way to predict Bitcoin prices, 

capturing both short-term and long-term trends in 

cryptocurrency pricing across various 

cryptocurrencies. 

Meanwhile, in [6], researchers found that their 

model was about 64.2% accurate in predicting the 

daily trend in Bitcoin prices. They also discovered 

that sentiments expressed on Twitter can be a handy 

indicator of Bitcoin price changes – positive 

sentiments correlating with price increases and 

negative sentiments with drops. 

The FGM(1,1) is a potential new technique for 

forecasting the price of blockchain coins, the authors 

write in [11]. However, they also point out that the 

FGM(1,1) is still being developed and that additional 

studies are required to confirm its efficacy across a 

bigger dataset and a longer time frame. 

According to [14], the model's mean absolute 

percentage error (MAPE) for Bitcoin, Ethereum, and 

Litecoin was 2.3%, 2.7%, and 3.1%, respectively. 

This contrasts well with the MAPE calculated using 

a conventional ARIMA model, which is 3.1% for 

Bitcoin, 3.5% for Ethereum, and 4.0% for Litecoin. 

The study offers proof that deep learning and neural 

networks can be used to anticipate Bitcoin prices 

reasonably well. 

A. Twitter Data 

The tweet-preprocessor library available in 

Python was used for pre-processing tweets. With the 

help of this library, the non-conventional data types 

related to Twitter like URLs, Emoji, and Mention 

were converted to their equivalent text counterparts. 

Further, any unconventional characters were cleared 

out of the tweets by matching the tweets with the 

following regular expression and then replacing 

them with a blank space. 

 

After doing all the processes mentioned 

previously a new column was prepared “Cleaned 

Tweets” (as per Fig. 1) which contained the processed 

tweets.  

Dataset Description 

The dataset in this study consists of two data 

sources. One data source is the price data of Bitcoin, 

acquired from Yahoo Finance. This data originally 

contained the “date”, “time”, “open-price”, “high-

price”, “low-price” and “close-price”. However, we 

have modified this data to only include “date- time” 

and “closed price” as these were the only columns 

we required in our study. 

Regex Pattern = (@[A-Za-z0-9]+)|([^0-9A-

Za- z \t])|(\w+:\/\/\S+) 
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Fig. 1. CleanedTweets Column 

The second part of the dataset consists of the 

scrapped Twitter data for the date range similar to 

that of the Bitcoin dataset. This Twitter dataset 

therefore consists of two columns “Date-Time” and 

“Tweets”. The tweets column only contains scrapped 

tweets that matched the query of keywords similar to 

Bitcoin, crypto, etc, and tweets from the accounts 

that have more than 100K followers, i.e. the tweets 

that actually may have an impact. The description of 

the dataset is given in Table 1. 

TABLE I.  Dataset Description 

Table Name Columns 

Bitcoin Dataset Date-Time 

Open Price 

High Price 

Low Price 

Close Price 

Twitter Dataset Date-Time 

Raw Tweets (Text) 

 

Data Pre-processing 

The Twitter Dataset in totality had 25,64,350 

rows which was divided among three .csv files 

having around 8,54,783 rows each. Thus all three 

files were concatenated together to be used as a 

single Dataframe. The VaderSentiment packages 

available in Python were used to calculate sentiment 

scores for the tweets. The scores acquired were 

‘p_neg’, ‘p_neu’, ‘p_pos’, and ‘p_comp’ which 

stand for the negative, neutral, positive, and 

compound as shown in Fig. 2. 
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Fig. 2. Sentiment Scores Example. 

B. Bitcoin Data 

The Bitcoin Dataset originally contained 5 

columns, out of which 3 columns namely “open-

price”, “high-price”, and “low- price” were 

removed as they served no purpose in the final 

predictions in our case, which is represented in 

Fig. 3 

A. Density Plots 

 

Fig. 3. Bitcoin Dataset 

C. Merging of Datasets 

After processing both the Twitter and bitcoin 

datasets the rows were grouped based on date-time 

columns in both the datasets and then joined together 

over a date-time column (as shown in Fig. 4). 

Finally, both the tweet columns were dropped 

out leaving us with the columns mentioned below: 

• Date-time 

• P_neg 

• P_neu 

• P_pos 

• P_comp 

• Price 
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Fig. 4. Merged Dataset 

Exploratory Data Analysis 

We performed various analyses of the data to analyze the trends in the price data concerning other features. We 

also analyzed the density of all the scoring parameters using a Density plot. All the various plots are shown in Fig. 

5,6, 7, 8, and 9 

Fig. 5. Density Plot for P_Neg 

 

 

 

 

 

 

 

Fig. 6. Density Plot for P_Neu 

 

 

 

 

 

 

 

 

Fig. 7. Density Plot for P_Pos 
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B. Line Chart 

 

Fig. 8. Density Plot for P_Comp  

 

 

 

 

 

 

 

Fig. 9. Bitcoin Price Trend Over Time 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Process Workflow 
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Methodology 

The data was divided into training and testing 

sets with 80% and 20 % ratio respectively. This 

provided us with enough data to train our model and 

enough to test and evaluate over model. 

The Vader sentiment library was used to get 

sentiment scores for the tweet data. Accordingly, we 

used scikit-learn to split of data and fit our data to 

the model. The methodology is presented in Fig. 10. 

We additionally used the AutoLogger_ML library 

to train our data over various models at the same 

time. The results have been discussed in detail in the 

‘Results’ section. 

Results 

After Training Data with AutoLogger_ML, 

t h e  following were the results acquired. 

TABLE II. Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results for various models are shown in 

the previous table. 

We achieved a minimum MAPE value of nearly 

8.49% for used regression and ridge regression, 

which is less than the results achieved for the same 

dataset in [7]. 

Following Fig. 11 presents a comparison of the 

actual price vs the predicted price. 

model training-mape validation- use validation- 

mape 

linear 

regression 

0.081905 2.52E+08 0.307097 

and regression 0.082063 588230.9 0.084925 

ridge 

regression 

0.082174 587474 0.084929 

elastic net 0.082152 589728.4 0.085083 

decision tree 

regression 

0.028081 913672.3 0.101768 

random forest 

regression 

0.050259 633763.3 0.088994 

AdaBoost 

regression 

0.083921 604257 0.089437 

gradient boost 

regression 

0.061982 586779.5 0.085896 

xgboost 

regression 

0.030267 684455.5 0.090393 
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Fig. 11. Actual Vs Predicted 

Conclusion 

From this work, we concluded that the prices of 

bitcoin are very fickle and dynamic. Although 

tweets from authorized and powerful accounts have 

proven to impact the price of such cryptocurrencies. 

Using tweeter sentiment analysis we found some 

correlation between the values of the bitcoin and the 

sentiments of the tweets. Also, we were able to 

predict the value of the bitcoins using the sentiments 

score with a Validation-MAPE value of 8.45% with 

SGD- -regression and ridge-regression turning out to 

be the best models out of all tested. 
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