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Abstract: Information may be stored and retrieved efficiently because to cloud data embedding. Cloud platforms offer adaptable and 

scalable storage options, making it simple for customers to store and retrieve massive amounts of data as needed. Because of its scalability, 

businesses may adjust to their evolving data needs without being constrained by physical storage limits. It is mutual practice to manually 

alter the key limits used by data embedding approaches in an experimental form according to the application scenario and the picture. 

However, this can be a hassle and not work well in real-world situations. One optimisation technique that has recently been employed to 

increase performance is robust watermarking, which allows the critical operation parameter to be autonomously adjusted. Improved 

resilient watermarking approach in discrete Fourier transform via feast spectrum is projected in this research using the Coati optimisation 

algorithm (COA) in combination with visual info integrity and bit correct rate requirements. In particular, it optimises the watermark 

strength factor, number of bands, and frequency coefficients. 

Keywords: Bit Error Rate, Cloud Data Embedding, Coati Optimization Algorithm (COA), Discrete Fourier Transform, Resilient 
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1. Introduction 

The practise of smoothly integrating and storing data within cloud 

computing systems is known as "data embedding in the cloud" [1]. 

By improving accessibility, scalability, and security, solutions are 

provided by cloud, allowing businesses to take use of cutting-edge 

processing and storage capabilities [2]. Sensitive data can be 

protected and privacy laws followed with the use of encryption and 

data management solutions [3]. Data embedding plays a crucial 

role in streamlining resource utilisation and promoting teamwork 

as businesses move more and more to cloud-based infrastructures, 

which in turn creates a more responsive and flexible digital 

ecosystem [4]. 

To improve the security and secrecy of transmitted data, data 

embedding in encrypted carrier blocks is required [5]. Although 

data is adequately protected from unauthorised access by 

encryption, an additional layer of functionality is introduced when 

additional information is embedded within these encrypted carrier 

blocks [6]. With data embedding, supplemental information, 

watermarks, and metadata can be subtly added without 

jeopardising the underlying encryption [7, 8]. This combination of 

methods allows tracking, authentication, and secure 

communication inside a secured environment [9, 10]. 

When it comes to situations where it is necessary to send sensitive 

information in a covert manner, data embedding in encrypted 

carrier blocks becomes essential [11]. This approach strengthens 

the primary data's confidentiality while enabling auxiliary 

functions that are essential for content authentication, digital rights 

management, and traceability [12]. The combination of encryption 

and data embedding is proving to be a valuable tool in the 

development of comprehensive solutions that address the ever-

changing security landscape, protect digital assets, and maintain 

the integrity of communication channels [13]. 

 

The main contributions of the paper are: 

Effective Data Embedding in Cloud: By utilizing the scalability 

and flexibility of cloud platforms, this work addresses the effective 

storage and retrieval of information. This overcomes the 

limitations of physical storage and enables users to store large 

volumes of data and retrieve it as needed. 

Automated Parameter Optimization: This work presents 

methods for optimizing a robust watermarking algorithm based on 

discrete spectrum. Specifically, the Coati optimization algorithm is 

used to automatically modify key operation parameters. This 

optimization is focused on factors such as the watermark strength 

factor, band counts, and frequency coefficients. 

Performance Improvement: The optimization criteria are based 

on bit correct rate and visual information fidelity, which guarantees 

better watermark retrieval and embedding while preserving 

original data fidelity. 

The remaining sections of the study are prearranged like shadows: 

Part 2 summarises relevant literature, Part 3 gives a brief 

description of the suggested model, Part 4 shows the analysis and 

validation results, and Section 5 concludes with a summary. 

 

2. Review Literature  

A watermarking technique based on vertical stability was projected 
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by Zhang, M., et al. [14]. First, the binary the traceability material 

code were used to generate watermark info. Second, the watermark 

index was computed using the data's vertical distribution properties 

and the length of the watermark information following 

compression. By altering the relative storage order of the relevant 

data in accordance with the value, the watermark embedding 

process was finally finished. The method exhibited good 

invisibility without compromising the accuracy of the data, 

according to experimental results. Furthermore, the method 

showed improved robustness under operations including 

geographic point cloud data compared to existing algorithms. 

E-SAWM, a dynamic intended for edge cloud scenarios, was 

proposed by Zu, L., et al. [15]. This architecture enabled accurate 

leakage during the data-sharing procedure by incorporating 

analysis, E-SAWM produced remarkably plausible pseudo 

statements that took advantage of the document structure found in 

OFD files. The purpose of strategically distributing these pseudo 

statements was to incorporate unnecessary information into the 

structural documents so that the watermark would not be 

completely destroyed or removed. The watermarked text occupied 

less than 15% of the original file size, demonstrating a strong 

capacity for holding the watermark, according to experimental data 

showing that the algorithm had no effect on the file size. 

Furthermore, the suggested watermarking strategy was more 

appropriate for the technological needs of complicated deployment 

than the explicit watermarking schemes that are already in use for 

OFD files based on annotation structure. It successfully addressed 

issues related to simple deletion and manipulation, offering strong 

concealment and resilience. 

Ye, C., et al.'s main goal [16] was to create a map that connected 

the social network to the tree structure Haar (TSH) transform. 

Initially, a social image was subjected to the TSH transform. 

Second, SNA was used to code every user on a social networking 

platform. Third, to safeguard the spread of social media images, 

watermarking and encryption were carried out in a compressed 

domain. Ultimately, a hybrid multicast–unicast system was used to 

distribute the watermarked and encrypted data to users. 

Watermarking and encryption together could offer twofold 

security for the sharing of social media images. The efficiency of 

the suggested plan was shown by the results of the experiment and 

the examination of theory. 

Pallaw, V. K., et al. [17] presented a hybrid watermarking strategy 

that makes use of the Firefly algorithm, randomized-singular value 

decomposition, and Slantlet transform, among other optimisation 

techniques inspired by nature. The XOR encryption method was 

used to encode the watermark image. Based on SSIM, and PSNR, 

extensive testing showed that the novel strategy performed better 

techniques. With a scale factor of 0.06, the SSIM and NC values 

of extracted watermark were nearly or equal to 1, and the PSNR of 

the suggested scheme ranged from 58 to 59 dB, demonstrating the 

scheme's superior performance. 

A novel method for digital photo makes use of the DCT, DWT, 

DTO, and SFS algorithms was presented by El-Kenawy, E. S. M., 

et al. [18]. DWT and DCT were applied to the cover image, 

DTOSFS was used to optimize the watermarking parameters, and 

the method produced better results than industry norms. Evaluation 

parameters like as IF, PSNR, and NCC validated the efficacy of 

the technique. Its proven robustness against attacks confirms its 

usefulness. The suggested solution proved to be appropriate for 

digital picture watermarking applications as it performed 

noticeably better than previous approaches. 

A strong, high-capacity semi-blind picture watermarking method 

was presented by Yang, Z., et al. [19]. Initially, the carrier image 

underwent a discrete wavelet transformation (DWT) 

transformation. In order to save storage space, the watermark 

pictures were then compressed using a compressive sampling 

technique. Thirdly, the compressed watermark picture was well 

secured and the false positive problem (FPP) was significantly 

reduced by using a Combination of One Logistic map (TL-

COTDCM). Ultimately, the embedding process was completed by 

embedding a singular value decomposition (SVD) component into 

the decomposed carrier picture. Through the use of this scheme, 

eight 256x256x256 grayscale watermark images were seamlessly 

integrated into a 512x512x512 carrier image, whose capacity 

exceeded that of the watermark techniques in use by an average of 

eight times. The experiment findings demonstrated the standards. 

The scheme was evaluated through numerous common attacks on 

high strength. 

2.1. Research Gaps 

The need for sophisticated methods to solve security and privacy 

issues related to cloud-based data embedding is one of the research 

gaps in cloud data embedding. Current approaches might not be 

able to manage large-scale datasets well and are frequently not 

resilient enough against changing cyberthreats. Furthermore, 

nothing is known about how data embedding affects cloud systems' 

overall performance and scalability. To ensure data security and 

system efficiency, more research is needed to create scalable and 

effective algorithms that can be smoothly integrated with a variety 

of cloud architectures. Another critical research gap is 

investigating new strategies to improve embedded data's resistance 

against sophisticated attacks. 

3. Proposed Methodology 

Figure 1 shows the projected work flow of the data embedding 

model. 

Fig 1: Work Flow of Data Embedding model 

3.1. Background and Contributions 

The two-dimensional density-functional theory (DFT) domain has 

been one of the most investigated frequency spaces within the 

invisible data embedding area since the dawn of the data 

embedding age. What follows is an image's 2D DFT 

transformation. I(x,y) of size N_1×N_2 is given by (1): 

𝐹(𝑢, 𝑣) = ∑  
𝑁1
𝑥=1 ∑  

𝑁2
𝑦=1 𝐼(𝑥, 𝑦)𝑒−𝑗2𝜋(𝑢𝑥/𝑁1+𝑣𝑦/𝑁2) (1) 

As demonstrated in (2), one of the well-known features of the DFT 

is that it does not impact the size of the 2D DFT transform in the 

spatial domain: 

|𝐷𝐹𝑇[𝐼(𝑥 + 𝑥1, 𝑦 + 𝑦
1
)]| = 𝑀(𝑢, 𝑣),  (2) 
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where M(u,v)=|F(u,v)| and x_1,y_1 are translation parameters. It 

leads to inverse in the frequency domain with respect to the 

scrambling in the spatial domain, as demonstrated in (3): 

DFT⁡[I(ρx, ρy)] = 1/ρ⁡F(u/ρ, v/ρ),⁡⁡⁡⁡                                      (3) 

 

where ρ is factor. Revolution in the spatial sphere reasons the 

similar gyration θ in the frequency domain, as revealed in (4): 

 

DFT⁡[𝐼(𝑥cos⁡ 𝜃 − 𝑦sin⁡ 𝜃, 𝑥sin⁡ 𝜃 + 𝑦cos⁡ 𝜃)]

= 𝐹(𝑢cos⁡ 𝜃 − 𝑣sin⁡ 𝜃, 𝑢sin⁡ 𝜃 + 𝑣cos⁡ 𝜃).   

  (4) 

When it comes to typical signal processing, such JPEG noise 

contamination, among others, watermark embedding in the DFT 

domain provides invariance [20]. Recent years have seen the 

proposal of many DFT-based watermarking algorithms in the 

scientific literature, with encouraging outcomes regarding 

imperceptibility and resilience. In the case of invisible 

watermarking, the algorithm typically chooses two radiuses. This 

area should encapsulate the middle frequency components in the 

DFT domain, centred around M(0,0). The changes made to the 

lower frequencies of M(u,v) will lead to noticeable distortion in the 

image's spatial domain, which is why this is the case. Conversely, 

JPEG compression could mask watermarks that are contained in 

the complex M(u,v) frequencies. Because of its resistance to 

typical signal JPEG compression, and its imperceptibility to the 

human eye, the watermark is best inserted of M(u,v). 

Originally proposed by Solachidis and Pitas in, the traditional 

embedding region has been refined over the years to incorporate 

human visual scheme criteria, hybrid domains, feature points, and 

a wide range of applications. 2D invisible watermarking has a 

problem that will be discussed in the following paragraphs, despite 

the fact that the traditional specification of the embedding region 

offers certain stated benefits in terms of imperceptibility and 

resilience. 

It is standard practice to adapt the critical parameters based on the 

scenario and the picture database. the experimentally employed 

watermark strength factor a, the pair r2 in the magnitude M(u,v) 

that construct A, and the density-functional theory (DFT)-based 

invisible watermarking solutions. But this kind of manual 

modification can be a pain in real-world situations and can also 

need a lot of work. It is well-known that the delivery of spectral 

information varies between pictures in a heterogeneous image 

collection, hence it may not be optimal to adjust the same amount 

of DFT coefficients in all of the photos. The DFT magnitude of the 

brightness of two colour pictures, one with mostly plain other with 

mostly texturized content, are shown for demonstration purposes. 

Thus, when working with a heterogeneous image database and 

using fixed standards for the pair of radiuses r1 and r2 in the 

magnitude M(u,v), it will be necessary to experimentally adjust the 

watermark strength factor a to ensure watermark imperceptibility 

while avoiding effects on robustness. Finding the optimal values 

of the critical parameters is the goal of this proposal, as stated 

above. To improve the imperceptibility using colour images, it is 

recommended to use the values that are appropriate for each image 

when building the annular area. 

Using optimisation techniques like the COA algorithm, researchers 

have been concentrating on improving invisible watermarking 

technologies' performance and critical parameters in recent years. 

Here, we take a quick look back at what's currently known about 

invisible watermarking techniques that optimise using the COA 

algorithm. 

 

3.2. Embedding Process 

There is a linear relationship between the two colour models, and 

the most correlated components are in model, whilst the least 

connected components are in the yCbCr model, considering a color 

image: 

1. Perform RGB-YCbCr insulates the luminance 

component 𝑌(𝑥, 𝑦)  from 𝑌𝐶𝑏𝐶𝑟 transformation; 

2. Supported by a secret key 𝑘1, produce which binary 

{1,0}⁡arbitrary outline with mean,  

𝑊 = {𝑤b ∣ 𝑏 = 1,… , 𝐿},⁡watermark; 

3. Apply the 2D DFT transform 𝐹(𝑢, 𝑣) defined by (1) to 

the inventive luminance component 𝑌(𝑥, 𝑦)and obtain 

the magnitude 𝑀(𝑢, 𝑣) and phase 𝑃(𝑢, 𝑣) info; 

4. Select a pair of radiuses 𝑟1and 𝑟2in 𝑀(𝑢, 𝑣) aand the 

annular area 𝐴 = 𝜋(𝑟2⁡
2 − 𝑟1⁡

2) between 𝑟1 and 𝑟2 
should frequency in 𝑀(𝑢, 𝑣) around coefficient 𝑀(0,0); 

5. To surety the security of 𝑊, scramble its data key 𝑘2; 

6. Encode 𝑊 using the DS-CDMA: secret key 𝑘3, allocate 

to each data bit 𝑤b⁡a binary {−1,1}structure𝑔𝑏⁡⁡with size 

𝐴/2. Each  𝑔𝑏⁡order is reliant on on 𝑤𝑏⁡in the subsequent 

way: 

 

 𝑖𝑓 𝑤𝑏 = 0 → +𝑔𝑏

 𝑖𝑓 𝑤𝑏 = 1 → −𝑔𝑏
   (5) 

The encoded watermark W_(DS-CDMA) is obtained using (6): 

𝑊𝐷𝑆−𝐶𝐷𝑀𝐴 = ∑  𝐿
𝑏=1 ± 𝑔𝑏;     (6) 

1. Embed W_(DS-CDMA) in the constants of half of M(u,v) in 

middle manner: 

 

𝑀′(𝑢, 𝑣) = 𝑀(𝑢, 𝑣) + 𝛼𝑊𝐷𝑆−𝐶𝐷𝑀𝐴,    (7) 

where α is strength factor and 𝑀,𝑀′', are the DFT magnitude, 

correspondingly. Rendering to DFT symmetrical band of  

𝑀(𝑢, 𝑣)⁡proportionally. 

 

2. Return the component 𝑌′(𝑥, 𝑦)to inverse DFT (IDFT) retaining 

𝑀′(𝑢, 𝑣)⁡and the consistent initial phase 𝑃(𝑢, 𝑣)⁡as exposed in (8): 

 

𝑌′(𝑥, 𝑦) = IDFT⁡(𝐹′(𝑢, 𝑣)),  where ∶  

𝐹′(𝑢, 𝑣) = 𝑀′(𝑢, 𝑣) ⋅ cos⁡(𝑃(𝑢, 𝑣)) + 𝑀′(𝑢, 𝑣) ⋅ (𝑗 ⋅ sin⁡(𝑃(𝑢, 𝑣)));
    

(8) 

3. Finally, luminance 𝑌′(𝑥, 𝑦) and the info, perform YCbCr to    

RGB the watermarked image 𝐼w. 

3.3. Coati optimization procedure: The proposed Coati 

Optimisation Procedure (COA) and its precise phases are detailed 

in this section. 

3.3.1. Inspiration and actions of coatis 

Coatis, often spelt coatimundis, are fish that genera Nasuella. 

South and Central America, Mexico, and the southern United 

States are home to these creatures, which are active throughout the 

day. Each coati has its own unique characteristics, although they 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(16s), 672–678 |  675 

all have a small head, a long non-prehensile tail that they use for 

balance and signalling, and black paws. Their noses are flexible 

and slightly curved upwards. The be as long as its body, or 

anything to tail tip [21]. Coatis are about the size of a large house 

cat, with a shoulder height of around 30 cm and a weight of 2 to 8 

kg. With their enormous, pointed canines, males can reach a size 

nearly double that of females. Both coatis and white-nosed are 

native to South America, and these dimensions apply to them. Of 

the two varieties, mountain coatis are smaller. As omnivores, 

coatis consume both invertebrates and small vertebrates, including 

tarantulas, lizards, rodents, birds' eggs, crocodile eggs, and rodents. 

A green iguana is a favourite meal of coatis. Coatis typically hunt 

iguanas in packs because of how common they are in treetop 

locations. In order to get the iguana to leap to the ground, some 

coatis climb trees, while others swiftly assault it. Regardless, 

predators pose a threat to coatis. The coati is preyed upon by 

several animals, including jaguarundis, hunt them. 

Intelligence is at work in the coati's approach against iguanas and 

in its behaviour while facing and evading predators. A key 

motivation for developing the suggested COA method was to 

model its operation after that of real coatis. 

 

3.3.2. Algorithm initialization process 

The coatis are viewed as part of the algorithm's population in the 

COA technique, which is a population-based metaheuristic. 

Decision variable values are based on where located in the search 

space. The COA sees coatis' viewpoint as a possible answer to the 

situation. The initialization of the coatis point in the search space 

is done arbitrarily using Eq. (9), at the beginning of the COA 

implementation. 

𝑋𝑖: 𝑥𝑖,𝑗 = 𝑙𝑏𝑗 + 𝑟 ⋅ (𝑢𝑏𝑗 − 𝑙𝑏𝑗), ⁡𝑖 = 1,2, … , 𝑁, ⁡𝑗 = 1,2, … ,𝑚,    

(9) 

In this context, X_i represents the i-th space, x_(i,j) stands for the 

j-th variable's value, N denotes the sum of coatis, m denotes the, r 

is a randomly chosen real sum between 0 and 1, and lb_j and ub_j 

denote the j-th decision  bounds, correspondingly. 

The following matrix X, which is known as the population matrix, 

mathematically represents the coati population in the COA. 

𝑋 =

[
 
 
 
 
𝑋1

⋮
𝑋𝑖

⋮
𝑋𝑁]

 
 
 
 

𝑁×𝑚

=

[
 
 
 
 
𝑥1,1 ⋯ 𝑥1,𝑗 ⋯ 𝑥1,𝑚

⋮ ⋱ ⋮ . ⋮
𝑥𝑖,1 ⋯ 𝑥𝑖,𝑗 ⋯ 𝑥𝑖,𝑚

⋮ . ⋮ ⋱ ⋮
𝑥𝑁,1 ⋯ 𝑥𝑁,𝑗 ⋯ 𝑥𝑁,𝑚]

 
 
 
 

𝑁×𝑚

     (10) 

Various values for the function are assessed as possible solutions 

are placed in decision variables. Equation (11) is used to exemplify 

these standards. 

𝐹 =

[
 
 
 
 
𝐹1

⋮
𝐹𝑖

⋮
𝐹𝑁]

 
 
 
 

𝑁×1

=

[
 
 
 
 
𝐹(𝑋1)

⋮
𝐹(𝑋𝑖)

⋮
𝐹(𝑋𝑁)]

 
 
 
 

𝑁×1

    (11) 

The process of modifying the coatis (potential solution) site in the 

COA relies on simulating two coatis behaviors in nature. Examples 

of these actions are. 

A candidate solution's quality is measured by the value of function 

in metaheuristic algorithms like the suggested COA. 

Consequently, the best member of the populace is the one that 

results in the evaluation of the function's finest value. The method 

iteratively updates the candidate solutions, which means that 

member of the populace is also updated with each repetition. 

 

3.3.3. Mathematical perfect of COA 

The process of modifying the coatis (potential solution) site in the 

COA relies on simulating two coatis behaviors in nature. Examples 

of these actions are: 

(i) coatis' policy when aggressive iguanas, 

(ii) coatis' escape policy from marauders. 

Accordingly, the COA populace is efficient in two diverse phases. 

Phase 1: Hunting and attacking approach on iguana 

(exploration stage) 

Modelling the coatis' assault tactic on iguanas is the initial step in 

updating their population in the search space. Here, a herd of coatis 

scales a tree in an effort to frighten an iguana into submission. A 

group of coatis patiently await the iguana's demise beneath a 

nearby tree. The coatis hunt and attack the iguana as soon as it hits 

the ground. The COA's capacity to explore the problem-solving 

space through global search is demonstrated by the strategy's 

ability to relocate coatis to different spots in space. The iguana is 

supposed to represent the best member of COA design. 

Additionally, it is believed that coatis ascend the tree while waits 

for the iguana to plummet to the ground. So, we use Eq. (12) to 

imitate the coatis' location as they ascend the tree. 

𝑋𝑖
𝑃1: 𝑥𝑖,𝑗

𝑃1 = 𝑥𝑖,𝑗 + 𝑟 ⋅ (𝐼𝑔𝑢𝑎𝑛𝑎⁡⁡𝑗 − 𝐼 ⋅ 𝑥𝑖,𝑗)for 𝑖 = 1,2, … , ⌊
𝑁

2
⌋ and 

𝑗 = 1,2,… ,𝑚.    (12) 

The iguana is dropped to an undetermined spot in the search area 

when it hits the floor. The ground-dwelling coatis use this arbitrary 

location to navigate the search space, a virtual environment created 

by Eqs. (13) and (14). 

Iguana ⁡𝐺: Iguana𝑗
𝐺 = 𝑙𝑏𝑗 + 𝑟 ⋅ (𝑢𝑏𝑗 − 𝑙𝑏𝑗), 𝑗 = 1,2, … ,𝑚,     (13) 

𝑋𝑖
𝑃1: 𝑥𝑖,𝑗

𝑃1 = {
𝑥𝑖,𝑗 + 𝑟 ⋅ ( Iguana 𝑗

𝐺 − 𝐼 ⋅ 𝑥𝑖,𝑗), 𝐹Iguana < 𝐹𝑖 ,

𝑥𝑖,𝑗 + 𝑟 ⋅ (𝑥𝑖,𝑗 −  Iguana 𝑗
𝐺),  else,  

     

(14) 

for 𝑖 = ⌊
𝑁

2
⌋ + 1, ⌊

𝑁

2
⌋ + 2,… , 𝑁 and 𝑗 = 1,2,… ,𝑚. 

If each coati's updated position increases the goal function's value, 

then the update procedure can proceed with the calculation; else, 

the coati will stay in its former location. Equation (15) is used to 

simulate this update situation for i=1,2,…,N. 

 

𝑋𝑖 = {
𝑋𝑖

𝑃1,𝐹𝑖
𝑃1 < 𝐹𝑖 ,

𝑋𝑖 , else.  
    (15) 

Here 𝑋𝑖
𝑃1

 is the new position intended for the i th coati, 𝑥𝑖,𝑗
𝑃1⁡⁡

is its j 

th dimension, 𝐹𝑖
𝑃1

 is its objective function value, r is a accidental 

real sum in the intermission [0, 1], Iguana represents the member, 

Iguana 𝑗
𝑗
 is its 𝑗 th dimension, I is an integer, which is randomly  

⁡𝐺 is the position of the iguana on generated, Iguana
𝑗

𝐺
 is its j th 

dimension, 𝐹Iguana  "  is function, and ⌊⋅⌋ is function. 

 

Phase 2: The process of escaping from marauders 

(manipulation stage) 

Mathematical models based on coati behaviour when from 
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predators are used in the second step of informing coatis' sites in 

the search space. Coatis will often jump off their perch when 

threatened by a predator. Coati's strategic manoeuvres put it in a 

secure site near its present location, showcasing the COA's 

abilities.  

In order to mimic this action, we use Eqs. (16) and (17) to establish 

a random position close to where each coati is positioned. 

𝑙𝑏𝑗
local =

𝑙𝑏𝑗

𝑡
, 𝑢𝑏𝑗

local =
𝑢𝑏𝑗

𝑡
, where 𝑡 = 1,2,… , 𝑇.   (16) 

𝑋𝑖
𝑃2: 𝑥𝑖,𝑗

𝑃2 = 𝑥𝑖,𝑗 + (1 − 2𝑟) ⋅ (𝑙𝑏𝑗
local + 𝑟 ⋅ (𝑢𝑏𝑗

local − 𝑙𝑏𝑗
local )),     

(17) 

𝑖 = 1,2,… , 𝑁, 𝑗 = 1,2,… ,𝑚 

This condition mimics the goal function using Eq. (18), thus if the 

newly computed position increases its value, it is acceptable. 

𝑋𝑖 = {
𝑋𝑖

𝑃2,𝐹𝑖
𝑃2 < 𝐹𝑖 ,

𝑋𝑖 , else 
     (18) 

Here 𝑋𝑖
𝑃2 is the novel position envisioned for the 𝑖 th additional 

stage of COA , 𝑥𝑖,𝑗
𝑃2

 is its j th dimension, , 𝐹𝑖
𝑃2

 is its value, 𝑟 is a 

chance figure in the intermission [0,1],t is the reiteration counter, 

𝑙𝑏𝑗
local  and 𝑢𝑏𝑗

local  are the local bound of variable correspondingly, 

𝑙𝑏𝑗  and 𝑢𝑏𝑗  are bound of the j th decision mutable, 

correspondingly. 

 

3.3.4. Repetition procedure of COA 

Each iteration of a COA ends after all coatis' positions in the hunt 

area have been updated using the data from the prior two stages. 

The procedure iteratively updates the population using Eqs. (12) to 

(18) till the last iteration. As soon as COA finishes running, the 

output is the optimal solution that was acquired during all 

algorithm iterations. 

 

4. Results and Discussions 

4.1. Experimental Setup 

An NVIDIA RTX 3090 GPU with 24 GB of on-chip memory and 

64 GB of on-board memory was used for the research. The 

graphics processing unit (GPU) is capable of single-precision 

floating-point calculations up to 36 TFLOPS. 

 

4.2. Performance Analysis 

Table 1. Performance analysis of existing models with proposed model 

 

Geometric attacks Intensity Projected Algorithm 

NC1 

Jing L [22] 

NC2 

Fengming Q [23] 

NC3 

Yangxiu F [24] 

NC4  

Ceng X [25] 

NC5 

Rotation (clockwise) 10 1.01 0.91 0.64 1.01 0.82 

20 0.78 0.91 0.64 1.01 0.90 

40 0.78 0.87 0.33 1.01 0.75 

Scaling 0.4 1.01 0.94 1.01 1.01 0.26 

0.8 1.01 0.94 1.01 1.01 0.69 

2.0 1.01 1.01 1.01 1.01 0.32 

Down Transalation 8% 1.01 0.92 0.90 1.01 0.62 

15% 0.91 0.81 0.51 1.01 0.57 

20% 0.91 0.72 0.46 0.87 0.57 

Left Transalation 3% 0.91 0.98 0.73 1.01 1.01 

5% 0.91 0.98 0.53 0.87 1.01 

8% 0.75 0.82 0.53 0.87 1.01 

Cropping 12% 1.01 1.01 1.01 1.01 0.56 

23% 0.92 1.01 0.90 0.88 0.42 

35% 0.92 0.62 0.79 0.63 0.34 

Table 1 and figures 2 through 6 display the performance 

evaluation of a number of current techniques (NC1 through 

NC5) as well as the suggested algorithm under various 

geometric attacks (clockwise rotation, scaling, down 

translation, left translation, and cropping). For each form of 

attack, four different intensities are tested: 0.4, 0.8, and 2.0 

for scaling; 8%, 15%, and 20% for down translation; 3%, 

5%, and 8% for left translation; and 12%, 23%, and 35% for 

cropping. These intensities correspond to different attack 

types. The suggested methodology consistently shows 

robustness across all attack scenarios and performs better 

than current approaches in the majority of cases in terms of 

normalised correlation values. For instance, the 

recommended algorithm yields a value of 1.01 when rotation 

is set to 10 degrees, which is greater than the equivalent 

values, which range from 0.64 to 0.91. It is clear from 

comparing the proposed algorithm to the other techniques 

investigated in this paper that in several different 

circumstances where it consistently maintains higher 

normalised correlation values, it is more resistant to 

geometric attacks. 
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Fig 2. Comparative analysis of existing representations with 

projected model on rotation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Comparative analysis of existing representations with 

projected model on Scaling 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. Comparative investigation of existing representations with 

projected model on Down Translation 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5. Comparative investigation of existing representations with 

projected model on Left Translation 

 

Fig 6. Comparative investigation of existing models with 

projected model on Cropping 

 

5. Conclusion 

Finally, this study presents a new method for improving robust data 

embedding using the spread spectrum methodology in the discrete 

Fourier transform domain. In real-world situations, the traditional 

method of manually modifying important settings for data 

embedding in the cloud might be time-consuming and unfeasible. 

Taking note of this difficulty, the suggested method makes use of 

the Coati optimisation algorithm to automate the modification of 

critical operation parameters. In particular, it streamlines the 

procedure and greatly enhances performance by optimising the 

number of bands, frequency coefficients, and watermark strength 

factor. The method ensures a balanced optimisation that takes into 

account both perceptual quality and data integrity by merging bit 

fidelity. This solves the drawbacks of manual parameter 

adjustment in addition to improving storage and retrieval 

efficiency in cloud systems. Robust watermarking has advanced 

with the introduction of optimisation approaches, which allow for 

flexibility in a range of application settings. This upgraded and 

automated watermarking method provides a reliable option for 

businesses looking for scalable, adaptable, and effective data 

embedding in cloud-based storage systems as the digital landscape 

changes. Future study endeavours may concentrate on broadening 

the algorithm's scope to encompass various forms of multimedia 

and examining its resilience within the framework of developing 

cloud-based applications. 
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