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Abstract: Myocardial Infarction (MI) is among the primary causes of mortality worldwide and early detection of this condition can improve 

patient outcomes. Artificial Intelligence (AI) have shown promise in predicting Myocardial Infarction in patients, but the optimal algorithm 

for this task is not yet clear. This study assessed the efficacy of four ML algorithms - K-nearest neighbours (KNN), Logistic regression, 

Support Vector Machine (SVM), and random forest analysis - in predicting MI in patients. This study includes Myocardial Infarction 

dataset of 303 patients with details of medical history, demographic info, as well as clinical constraints. The data pre-processing was done 

with missing values, removing outliers and normalizing the data. In addition, feature selection approaches identify the most relevant 

predictors of myocardial infarction. The accuracy metrics are determined by evaluating the training performance of the four algorithms on 

a practice set. When the results are compared, Logistic Regression outplays the others with an overall accuracy of 81.32%. However, K-

nearest neighbors, SVM, and Random Forest had accuracy rates of 65.93%, 54.95%, and 81.32%, respectively. Thus, according to our 

research findings, Logistic Regression is the optimal algorithm for predicting MI in patients. It is a straightforward, interpretable, and 

efficient technique that can be used in clinical decision-making. Our findings provide essential data about the use of machine learning 

algorithms to predict myocardial infarction and can help guide future studies in this area. 

Keywords: Logistic Regression, Myocardial Infarction, Support Vector Machine, Prediction, K-Nearest Neighbours, Artificial Intelligence, 

Clinical Decision Making Random Forest Classifier 

1. Introduction 

Myocardial Infarction (MI) is known as a serious and 

enduring disease induced by the inability of heart to 

circulate adequate blood to achieve the body's 

requirements [1]. It is a substantial concern related to 

global public health and the main source of sickness and 

mortality [2]. The occurrence of MI has been increasing 

owing to ageing populations, increasing the rates of 

hypertension and diabetes, as well as improved survival 

rates for other chronic diseases [3], [4]. 

MI is linked to a number of risk factors [5], [6], such as 

coronary artery disease, hypertension, diabetes, obesity 

and smoking [7]–[9]. Other factors such as genetics [10], 

viral infections [11], [12], and alcohol abuse [13] can also 

contribute to the development of MI. Myocardial 

Infarction is often accompanied by symptoms such as 

tiredness, loss of breath, leg swelling, and reduced 

exercise tolerance [14]. 

The diagnosis of Myocardial Infarction includes a 

amalgamation of clinical evaluation, imaging tests for 

example echocardiography, and laboratory tests to 

evaluate heart function. MI treatment normally involves 

lifestyle reforms such as exercise, dietary changes, and 

smoking cessation, as well as pharmacological 

interventions like diuretics, beta-blockers, and ACE 

inhibitors. In serious cases, medical interventions like 

ventricular assist devices or heart transplants may be 

necessary. 

Many factors can increase the risk of Myocardial 

Infarction including following some of the most common 

risks: 

• Age: The danger of developing Myocardial Infarction 

rises as people get older, particularly after the age of 

65. 

• Gender: Women are generally at a lower risk of 

Myocardial Infarction than men, but this changes 

after menopause, when their risk increases to match 

that of men. 

• Family history: The risk MI increases with a history 

of MI in the family. 

• High cholesterol: The chance of having Myocardial 

Infarction increase with an excessive amount of LDL 

cholesterol that result in the accumulation of plaque 

in the arteries. 
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• High blood pressure: High BP can harm the arteries 

which may further boost the chance of emerging 

Myocardial Infarction disease. 

• Diabetes: It may lead to damage in the blood vessels, 

which then raises the likelihood of atherosclerosis. 

Then, it may increase the risk of Myocardial 

Infarction. 

• Obesity: In obesity, an excessive amount of weight 

can put stress on the heart. It causes increase in the 

risk of diabetes, hypertension, and high cholesterol. 

All these can lead to Myocardial Infarction. 

• Smoking: The tobacco consumption harm the blood 

vessels and increase the chance of developing 

Myocardial Infarction disease. 

• Dearth of physical movement: Insufficient exercising 

can raise the probability of developing Myocardial 

Infarction. 

• Stress: The stress for long time increase blood 

pressure and inflammation in the body that may lead 

to Myocardial Infarction. 

These factors can interrelate with each other, besides 

multiple risk factors can greatly strengthen the probability 

of developing MI. 

It is important to detect MI early and its management to 

prevent disease progression and enhance outcomes. ML 

algorithms in forecasting MI in patients displays 

considerable potential, offering a latent tool for early 

detection and intervention. However, a study needs to 

refine and enhance the precision as well as effectiveness 

of algorithms for clinical use. Invasive techniques for MI 

Diagnosis involves analyzing the symptoms, results of 

physical examination with medical history. However, 

they are prone to errors resulting in an imprecise 

diagnosis, and delays in treatment. Moreover, the 

techniques are frequently computationally complex, 

costly, as well as time-consuming. Non-invasive MI 

diagnosing techniques such as stress test, ECG, cardiac 

MRI (magnetic resonance imaging), and 

echocardiography, are increasingly popular due to 

effectiveness and lower risk.  

ECG is a popular for assessing heart function. It detects 

anomalies in the electrical activity of the heart. 

Echocardiography (Echo Test) uses sound waves to create 

pictures of the heart. It describes the structure and function 

of the heart. Cardiac MRI creates comprehensive pictures 

of the heart by employing magnetic fields and radio 

waves, whereas stress testing monitors the heart's reaction 

to exercise or treatment. 

These non-invasive techniques are effective in diagnosing 

MI disease and have the advantage of being safer and less 

expensive than invasive techniques such as cardiac 

catheterization. However, they do have limitations, such 

as the need for specialized equipment and expertise, and 

the inability to provide detailed information about the 

heart's blood vessels. 

ML algorithms have the potential to increase the accuracy 

and efficiency of non-invasive diagnostic procedures for 

Myocardial Infarction illness. ML algorithms can uncover 

patterns and predictors of MI illness and aid physicians in 

establishing more accurate diagnosis by evaluating big 

datasets of patient information. These algorithms can also 

assist to decrease the risk of human mistake and increase 

diagnosis speed, resulting in early intervention and 

improved patient outcomes. 

Researchers developed a non-invasive medical decision 

support system that combines AI prediction models since 

invasive procedures for detecting MI can be challenging. 

Logistic regression (LR), decision tree (DT), SVM, fuzzy 

logic (FL), artificial neural network (ANN), Naive Bayes 

(NB), AdaBoost (AB), k-nearest neighbour (K-NN), and 

rough set are among the models included. 

These machine-learning-based medical decision-making 

systems have been widely employed for MI diagnosis, 

resulting in a reduction in the ratio of MI disease-related 

mortality. These tools help medical personnel make more 

accurate diagnosis and treatment decisions by analysing 

massive datasets and discovering patterns and predictors 

of cardiac disease. This has led in early intervention and 

better results for MI disease patients.     

2. Literature Review 

Youshen Xia and Jun Wang compared the performance of 

a two-layer neural network and a SVM for classification 

tasks. They discovered that the neural network algorithm 

not only had a lower implementation complexity, but it 

was also able to converge faster to the optimal solution of 

SVM learning, achieving an accuracy of 84.1% on a test 

set [15]. Monika Gandhi and Shailendra Shigh employed 

Data mining algorithms like Neural network, NB, and 

decision tree to forecast MI in patients [16]. According to 

the Trivandrum MI Registry, hospitalization in India 

because of MI is the most typical cause of cardiac-related 

illness. The registry showed that 59% of those admitted to 

the hospital with MI passed away within 5 years of being 

monitored [17]. Nahar et al. [18] applied three rule 

generation algorithms - Tertius, Predictive Apriori, and 

Apriori - for rule mining and found that women have a 

lower probability of coronary MIthan men. They also 

identified characteristics that can show if a person is 

healthy or ill. The results of the research showed that both 

males and females are prone to developing MIif they 

experience chest pain without any symptoms and angina 

that is brought on by exercise. Ali et al. presented two 
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SVM models in the expert system that increased the 

prediction accuracy of MI by 3.3% compared to the 

standard SVM model [19]. Udovychenko and Illya 

assessed 800 current density distribution maps (CDDM) 

using the kNN classifier method to classify the heart state 

groups. Their analysis achieved an accuracy ranging from 

80-88%, with a sensitivity of 70-95% and precision of 77-

93% [20]. 

3. Methodology 

3.1Dataset Description 

The UCI AI repository provides access to the Cleveland 

MI Data Set. [21], is a multivariate dataset that contains 

303 instances with 75 attributes. This dataset has been 

used extensively for research purposes in the domain of 

MI prediction using ML algorithms. 

Out of the 75 attributes, only 14 attributes are used for MI 

prediction, which is as follows: 

1. 3 (age): The age of the patient in years as a numeric 

value. 

2. 4 (sex): A patient's gender is denoted as 1 for male 

and 0 for female. 

3. 9 (cp): The patient's chest pain. 

4. 10 (trestbps): Patient's blood pressure at his rest state. 

5. 12 (chol): Cholesterol concentration in the serum. 

6. 16 (fbs): Glucose level after a fast.  

7. 19 (restecg): ECG results. 

8. 32 (thalach): The highest rate of heart attained by the 

patient. 

9. 38 (exang): angina induced by exercise- is indicated 

as 1 for affirmative and 0 for negative. 

10. 40 (oldpeak): The amount of ST depression brought 

on by physical activity compared to when at ease. 

11. 41 (slope): The ST segment's slope at the highest 

level during exercise. 

12. 44 (ca): The count of significant blood vessels 

(ranging from 0 to 3) that can be visualized through 

fluoroscopy is counted. 

13. 51 (thal): The outcome of the Thallium stress test. 

14. 58 (num): A MI diagnosis (status of angiographic 

illness) is indicated by 0 for absence and 1, 2, 3, or 4 

for presence. 

By examining the provided information, this dataset aims 

to establish whether or not a person has MI disease. 

Attribute #58 (num) is the predicted attribute, which is 

used as the target variable for the MI prediction model. 

The dataset is publicly available and has been extensively 

used in research studies to evaluate and compare the 

effectiveness of various ML algorithms for MI prediction. 

The dataset preprocessing and cleaning make it suitable 

for direct use in machine-learning experiments. The 

dataset can be used to develop and assess a range of 

supervised AI methods, such as SVM, DT, LR, and ANN 

etc. 

3.2Proposed methods 

In proposed method, 70% of the data is assigned to the 

training set, while the remaining 30% is assigned to the 

testing set. AI models are created by utilizing the training 

set, and then their accuracy is determined by using the 

testing set. 

The following libraries are used in the program: 

1. pandas - Used for manipulating and analyzing data. 

2. numpy - Used for computation with numbers. 

3. matplotlib - Used for data visualization. 

4. seaborn - Used for data visualization. 

5. sklearn - Used for AI. 

The supervised AI technique predict MI disease. It uses 

classification models to determine whether a patient 

suffers from MI illness or not according to several medical 

and demographic features. 

The program defines several functions for the data 

preparation and model performance assessment: 

1. load_data() - Loads the dataset into a pandas data 

frame. 

2. preprocess_data() - Preprocesses the data by 

removing missing values, encoding categorical 

variables, and scaling the features. 

3. plot_feature_importance() - Plots the importance of 

each feature in the dataset. 

4. plot_confusion_matrix() - Plots the confusion matrix 

for a given model. 

5. evaluate_model() - Assesses how well a model 

performs on the test set. 

The program uses the following classification models to 

predict MI disease: 

1. Logistic Regression - A linear regression model that 

utilizes a sigmoid function to forecast the probability 

of a binary outcome. 

2. KNN – It is non-parametric model that assigns the 

class of a given data point based on the k-closest data 

points in the training set. 

3. SVM – It is a parametric model that identifies the 

optimal hyperplane to differentiate between the 

classes in the training data. 

4. Random Forest - An ensemble model that combines 

multiple decision trees to improve the accuracy of 

predictions. 

The following metrics are considered to evaluate the 

testing performance of each model. 

1. Accuracy - The fraction of correct predictions. 
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2. Precision - A measure of how many positive 

predictions were correct. 

3. Recall - A measure of how many positive instances 

were correct. 

4. F1_score - The harmonic average of precision and 

recall. 

5. Support - The number of instances in each class. 

The training performance of each model determines if 

there is any over fitting. The accuracy calculate the 

percentage of accurate forecasts made by a model on the 

test set. The model's accuracy is calculated by dividing the 

total number of accurate predictions by the total number 

of predictions produced. 

The test performance of the models is evaluated using 

precision, recall, f1-score, and support. It is based on the 

confusion matrix and provides a summary of the model's 

predictions in terms of true and false positives, true and 

false negatives. 

The precision is obtained by dividing the number of true 

positive predictions to the total number of positive 

predictions including true and false positives. The 

equation for precision of a model is shjown below.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
   (1) 

However, recall includes the number of correct positive 

predictions divided by the total actual positives for correct 

and incorrect predictions as shown in the formula below.  

Recall 
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
    (2) 

The F1-score based on precision and recall is widely 

utilized to provide a balanced assessment. It combines the 

harmonic average of precision and recall and is calculated 

as  
2 𝑥 (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  𝑥  𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
 . 

The metric support is the number of instances in each 

class. On the other hand, a confusion matrix in AI, is a 

table-based illustration summarizing the effectiveness of 

a classification model. It is obtained by applying a test 

dataset with known true labels and gives four values that 

provide information on the model's performance. 

• True Positive (TP): It represents the count of 

instances that the model correctly categorized as 

belonging to the positive class. 

• False Negative (FN): It shows the number of 

instances that are actually positive but are incorrectly 

classified as negative by the model or the number of 

times the model fails to identify a positive instance. 

• False Positive (FP): It gives the number of instances 

belong to the negative class that the model incorrectly 

tags as positive.  

• True Negative (TN): It shows  how many negative 

cases the model has correctly identified.  

The performance of a classification model can be assessed 

through a confusion matrix, which can calculate key 

metrics like precision, accuracy, recall, and F1-score. This 

matrix provides a visual representation of the model's 

outcomes, enabling the identification of potential errors. 

Figure 1 displays the flowchart for the AI technique for 

MI forecasts. 

 

Fig 1 Flow chart for MI forecasts using AI 

3.3 Algorithms employed in the recommended system: 

3.2.1Logistic Regression: 

Logistic regression, an analytical statistical approach, has 

gained significance in the realm of artificial intelligence. 

It leverages current data to predict outcomes with two 

alternatives, enabling machine learning systems to 

categorize incoming data by comparing it to historical 

data. As more information is incorporated, these 

algorithms enhance their predictive capabilities. Logistic 

regression plays a crucial role in data preparation for 

evaluation, where the Extract, Transform, Load (ETL) 

procedure is employed to classify data into predefined 

categories. The logistic regression model is formulated 

using a logistic function, denoted as f(z): 

𝑓(𝑧) =
1

1+ez    (3) 
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Here, the variable z takes on values such that the output 

range of f(z) always falls between 0 and 1. This 

mathematical formulation underlies the logistic regression 

approach, providing a framework for predictive modeling 

and classification in machine learning [22].  

3.2.2KNN:  

Belonging to the supervised class of machine learning 

algorithms, k-Nearest Neighbours (kNN) relies on 

labelled training data for generating predictions. 

However, when the objective is not prediction but rather 

the identification of similar data points, kNN can be 

effectively applied in an unsupervised manner. It's crucial 

to emphasize that kNN is a highly versatile algorithm 

capable of addressing a wide range of problems. 

𝐽(𝑣)  =  ∑ ∑ (||𝑋𝑖 −  𝑉𝑗||)2𝐶𝑖
𝑗=1

𝐶
𝑖=1  (4) 

The equation represents the count of data points within the 

ith cluster, quantified by the Euclidean distance ||Xi-Vj||. 

Referring to the Euclidean distance, this expression 

pertains to the distance measurement between the data 

points Xi and Vj and the center of the cluster [23]. 

3.2.3SVM:  

The SVM (Support Vector Machine), a frequently utilized 

supervised learning algorithm, is applied to address both 

Classification and Regression problems. While its 

applications are diverse, the conventional SVM model is 

predominantly employed in artificial intelligence for 

handling classification challenges. The formula 

representing this model is as follows: 

𝑓(𝑥)  =  ∑ (∝𝑖 𝑦𝑖  𝐾(𝑥𝑖 , 𝑥) + 𝑏)
𝑛

𝑖 = 1
 (5) 

In this context, the expression involves the kernel function 

denoted as K(xi, x), incorporating the ith sample xi. The 

parameters to be estimated are represented by αi and b 

[15]. 

3.2.4Random Forest: 

The Random Forest, an artificial intelligence technique, 

involves constructing multiple decision trees during the 

training phase. By utilizing samples from the training 

dataset and selecting different attributes for each tree, the 

algorithm generates a diverse set of decision trees. This 

intentional introduction of randomness and variability 

aims to mitigate overfitting and enhance the overall 

generalization performance of the model. In the case of 

regression tasks, the algorithm computes and returns the 

average prediction from each tree. The Random Forest 

methodology covers individual classification with 

regression tree classifiers, as illustrated in the equation 

[24]. 

{ℎ(𝑥, 𝜃𝑘), 𝑘 = 1,2, … 𝑖 … }    (6) 

In this equation, the input variable is denoted as x, θk 

represents a randomly selected predictor variable, and h 

indicates the Random Forest classifier. 

4. Result 

Four unique AI models— K-Nearest Neighbors, Logistic 

Regression, Support Vector and Random Forest 

Classifier—were tested after analyzing the Cleveland MI 

Data Set. 

1. Logistic Regression Model: The Logistic Regression 

model obtains an accuracy of 87.26% on the training 

set and 81.32% on the test set. Notably, the model 

excels at predicting individuals without cardiac 

disease, with a precision of 0.89 in the training set and 

0.80 in the test set. The model has a training and a test 

set recall score of 0.91 and 0.84 for detecting 

individuals with MI. 

2. K-Nearest Neighbors Classifier: The accuracy of the 

K-Nearest Neighbors Classifier is 76.89% on the 

training set and 65.93% on the test set. 

3. Support Vector Classifier: While the Support Vector 

Classifier achieves a perfect accuracy of 100% on the 

training set, it achieves a much lesser accuracy of 

54.95% on the test set. This disparity indicates a lack 

of generalization and probable over fitting to the 

training data. 

4. Random Forest Classifier: In the Cleveland Heart 

Disease Data Set, the Random Forest Classifier 

displays significant prediction performance for MI. It 

achieves 100% training set accuracy and 81.32% test 

set accuracy, demonstrating strong performance. 

Furthermore, the model receives a score of 1 on the 

training set and a score of 0.79 on the test set. 

The Logistic Regression model stands out as the top 

performer, boasting the uppermost training and testing 

sets accuracy. Conversely, the SVM exhibits over fitting 

tendencies, making it less suitable for this particular data 

set. The K-Nearest Neighbours performs less effectively 

as compared to Logistic Regression for MI prediction in 

patients. 

Table 1 AI Model with different parameters 

Model Precision Recall F1-Score Support Training 

Accuracy 

% 

Testing 

Accuracy 

% 
MI 

No 

MI 

Yes 

MI 

No 

MI 

Yes 

MI 

No 

MI 

Yes 

No. of 

Instances 
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Logistic Regression 0.8 0.82 0.78 0.84 0.79 0.83 41 50 87.26 81.32 

K-NN 0.63 0.68 0.59 0.72 0.61 0.7 41 50 76.89 65.93 

Support Vector 

Machine 

0 0.55 0 1 0 0.71 41 50 100 54.95 

Random Forest 

Classifier  

0.8 0.82 0.78 0.84 0.79 0.83 41 50 100 81.32 

 

Table 1 demonstrates names and parameters of models. 

 

Fig 2. Training and testing results 

In Figure 2, a graph represents the results obtained by the 

training and testing sets. 

5. Discussion 

This program utilizes supervised machine learning 

algorithms to predict the presence of myocardial 

infarction (MI) using the Cleveland Heart Disease dataset. 

With 303 instances and 75 attributes, the dataset allocates 

70% to the training set for constructing AI models, while 

the remaining 30% serves as the testing set for accuracy 

evaluation. 

Various classification models, including Logistic 

Regression, k-Neighbours Classifier, Support Vector 

Machine (SVM), and Random Forest Classifier, are 

employed to predict MI. Data pre-processing involves 

handling missing values, encoding categorical variables, 

and scaling features. 

The program assesses each model's performance on the 

testing set using metrics such as accuracy score, recall 

score, precision score, f1_score, and support. Accuracy 

score measures the fraction of correct predictions on the 

test set, while other metrics offer insights into different 

aspects of the dataset. 

 

Fig 3. Confusion Matrix of various classifiers 

It evaluates every model's performance on the training set 

to perceive over fitting. The Logistic Regression, K-

Neighbours Classifier, SVM, and RF exhibit the 

maximum testing accuracy between 54.95 to 81.32 %. 

A confusion matrix is crucial in evaluation and assess 

accuracy of classification model by presenting results in a 

two-by-two matrix. It includes counts of false positives 

and negatives, true positives and negatives, offering 

insight into model performance disparities to predict 

positive and negative instances. 

The comprehensive analysis of the dataset based on 

Cleveland Heart Disease through AI, includes metrics like 

precision, recall, f1, and support, along with the confusion 

matrix. It provides a thorough assessment of model 

performance and serves as a valuable starting point for 

further research on MI. 

The confusion matrix in Figure 3 is indicated for various 

classifiers including different techniques of testing and 

training.  
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5.1Comparative Analysis 

In multiple AI models, the dataset at Cleveland Heart 

Disease is being utilized to judge MI. It includes different 

models like Logistic Regression, K-NN, SVC, and 

Random Forest Classifiers. One of the primary techniques 

used in the method is pre-processing the data by 

eliminating mislaid values, encoding categorical 

variables, as well as feature scaling. It is essential to 

prepare the data for AI models as it helps in eradicating 

discrepancies as well as errors in the dataset. 

To assess the effectiveness, the several metrics such as 

precision, accuracy are used with recall, f1_score, and 

support. The accuracy determines the proportion of 

accurate predictions of the model on the test set, while the 

other metrics gauge the models' performance on numerous 

aspects of the dataset. 

The quality of each model on the training set determine 

over fitting. It is essential to analyse since an excessive 

fitting of the data can lead to the below-average test 

performance of the model regardless of the satisfactory 

training results. 

The metrics used for classification offer an extensive 

assessment of the models functioning. For instance, 

precision determines the percentage of correct positive 

predictions made by the proposed model from the entire 

amount of positive forecasts, while recall gauges the part 

of accurate positive forecasting’s made by the model from 

the entire number of existing positive results. 

6. Conclusion and future Scope 

6.1Conclusion 

Predicting MI is a serious and complicated issue. Because 

of the complexity of the disease and the potential severity 

of its consequences, it is a critically important to 

accurately predicting and preventing MI. Accurately 

predicting who is at risk for MI requires the analysis of a 

wide range of data points, including medical history, 

lifestyle factors, and genetic predisposition. It can be 

difficult to diagnose and treat, and risk factors for 

developing MI are complex and multifaceted and manual 

methods for assessing risk factors are difficult and 

unreliable.  

Using the system explained in this proposed research 

paper which applies AI techniques and various algorithms 

to forecast the probability of cardiac disease based on the 

information. One limitation of this approach is that it 

focuses primarily on classifying techniques and 

algorithms, and does not address other aspects of MI 

diagnosis and treatment. Despite the discussed limitation, 

the system can be widely used and accessible, even by 

non-medical professionals. It can also help to reduce the 

workload and time complexity of doctors. It is necessary 

to in this area, and continue research and innovation to 

enhance the MI prediction accuracy and outcomes. 

6.2Future scope 

A study has potential for further innovation as well as 

enhancing the field of MI prediction. While the current 

algorithms used in the study are efficient, other AI 

techniques and potential algorithms could also be applied 

to enhance the precision of MI prediction like deep 

learning, decision trees, or other advanced models. 

Along with developing new techniques and algorithms, 

there is also scope for improving efficiency with more and 

more data collection and analysis. Finding ways to rapidly 

process this data with higher accuracy make more timely 

and informed predictions. 

Furthermore, there is still much to be explored and 

discovered in the area of prediction of MI. The continued 

investigation and innovation revise the exactness and 

efficiency of the area of healthcare. 
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