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Abstract: The centralised control intelligence in the next-generation networking architecture of Software-Defined Networks (SDN) is what 

gives them their strength. SDN's control plane can be extended to a variety of underlying networks, including fog and the Internet of Things 

(IoT). Real-time data management is currently possible with the fog-to-IoT architecture. However, most fog-to-IoT devices are 

geographically dispersed and have limited resources, which leaves them open to cyber attacks. Recently, a unique cyber foraging approach 

has emerged to shift heavy workloads from mobile devices to mobile cloudlets situated close to end users. Because wireless one-hop 

communication is common near the network edge, wireless mesh networks(WMNs) are being investigated as a potential solution for 

developing wireless fog networks. On the other hand, the global network administration and monitoring capabilities that fog networks 

require are limited by the distributed hop-by-hop routing protocols that WMNs utilize to depict apartial picture of the network. SDN is a 

great fit for fog-based communication systems since it enables centralized control and management of the entire network. The SDN Open 

Flow protocol is primarily meant for wired networks hence, it doesn’t enable wireless fog networks. This paper proposes a novel trust- 

based identity model for the Internet of Things architecture for handling fog networks (TbI-IoT-FN) to provide safe data transmission in 

the network, combining the benefits of fog computing and software-defined networking. In software-defined networking, sophisticated 

algorithms for resource management and traffic control can be implemented thanks to a logically centralized network control plane. When 

comparing the suggested model to the current model, the findings show that the proposed model performs at a higher level. 
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1. Introduction 

Fog Computing extends cloud computing capabilities to 

edge networks, improving latency and reliability. It relies 

on forward-deployed servers in proximity to mobile 

devices [2] for tasks like data collection and processing 

offloading. Despite its benefits, public Wi-Fi hotspots in 

fog-networks face capacity challenges due to 

unpredictable network capacity [1]. 

Given cloud computing's significant role in data storage, 

fog computing aims to minimize delays between nodes, 

crucial for delay-sensitive applications. The development 

of an SDN-based fog seeks to facilitate node-to node 

communication, ensuring optimal performance[4]. This 

discussion presents the latest state-of-the-art research on 

SDN-fog computing, with a specific focus on addressing 

network performance issues. 

In SDN-based smart grids, employing a three-tiered 

architecture with fog, IoT, and cloud tiers simplifies data 

transmission complexities [5]. SDN controllers in the 

bottom tiers manage cloud processing and storage, while 

the top cloud tier handles permanent storage. The Dijkstra 

Algorithm utilizes three path recovery types for shortest 

paths during link breakdowns [7]. Results indicate that the 
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proposed middleware, managing application 

heterogeneity, can efficiently select the best forwarding 

method based on the application type and network state 

[10][11]. 

SDN offers significant advantages in addressing 

networking challenges by separating data and control 

layers, providing flexibility in network 

configuration[12][13]. The control layer, acting as the 

network's brain, houses the primary controller, 

determining routing, while the application layer handles 

network or commercial applications. The data plane 

includes cyber-physical components, and SDN's global 

network view enhances flexibility, and orchestration, and 

reduces logistical efforts. Its application extends to 

complex technologies like cyber-physical systems, 

ensuring reliable network management and contributing 

to strengthened network resilience. SDN brings benefits 

such as improved network visibility, enhanced device 

utilization and seamless service integration [13]. 

The integration of machine learning in computer networks 

holds promise for enhancing resilience [15]. Centralizing 

the network controller in application networking enables 

the application of machine learning to cyber-physical 

systems [16]. This capability enhances resilience through 

optimized traffic forwarding decisions and adaptive 

routing policies based on network data. 
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Fig 1: A generic model of the SDN architecture 

The foundation of SDN emphasizes the centralized 

control of the entire network by a single control unit, 

moving away from managing individual network devices. 

Cloud computing introduce sun resolved questions in 

networking mobility, scalability, and security, while also 

creating opportunities for expanding application networks 

[17]. Fog computing, facilitating IoT applications with 

lower latency and increased bandwidth, introduces 

diversity and challenges for end devices with limited 

resources. Addressing these challenges involves 

extending SDN benefits to cloud and fog computing [18]. 

Resource management issues, such as capacity 

heterogeneity, asymmetrical communication, uneven 

workloads, and resource dependence, pose challenges 

[19]. This study explores the advantages of SDN-based 

cloud computing for energy savings and network 

performance, focusing on fog computing and software- 

defined networks [20]. SDN cloud and SDN fog are 

identified as promising areas, and researchers assess their 

relative significance. The work serves as a valuable 

reference for infrastructure cloud/fog by categorizing 

fresh data and analyzing it based on various criteria [21]. 

Each reviewed study is mapped using pertinent metrics to 

facilitate the grouping of related studies. 

The research aims to provide a lightweight, secure, and 

energy-efficient routing system using a fog-based 

protocol for limit-sensing networks with secure data 

transmissions [22]. Additional security measures prevent 

unauthorized access to sensor data [23]. A dynamic 

distance threshold reduces transmission costs, leading to 

lower over head and less frequent sharing of local 

information among sensor nodes, consuming less 

unnecessary energy [24]. QoS settings are considered for 

data transportation between fog nodes and cloud servers 

or between cluster heads and the fog layer. A packet delay 

parameter enhances system performance in data 

transmission and route management [25]. The second 

level of security implements a robust asymmetrical 

encryption mechanism between fog nodes and cloud 

servers, ensuring data protection from cluster heads to fog 

nodes [2]. 

2. Literature Survey 

In the realm of distributed learning techniques, challenges 

emerge from the absence of a centralized controller, 

posing potential threats to system stability. Despite 

advancements in deep neural networks for attack 

detection, concerns persist regarding the lack of a 

centralized approach for cost mitigation in fog nodes [2] 

[4]. Fog-IoT intrusion detection, employing diverse 

machine-learning techniques, grapples with 

vulnerabilities in the absence of a central controller [5]. 

A foundation for ongoing study is laid out by resilience 

principles outlined in[7], addressing organizational and 

physical architectural resilience in network design.[10] 

proposes an innovative approach to the robust controller 

positioning problem, enhancing control plane robustness 

by considering switch needs and controller capabilities. 

[12] suggests a novel architecture integrating nodes and 

links with SDN to fortify network resilience. The 

incorporation of machine learning within SDN models 

contributes to improving attack identification and 

intrusion detection system robustness, as proposed by 

[15]. 

The methodology put forth by [16] tackles QoS routing in 

delay-restricted cyber-physical robotic systems, 

dynamically creating efficient QoS techniques with 

minimal overhead.[17] provides a comprehensive 

overview of applying machine learning to security, 

introducing a threat taxonomy. The emergence of machine 

learning within the SDN model for resilience allows for 

flexibility within certain limits, as evidenced by [19] [20] 

[21]. 

Proposed AES algorithm encryption for fog nodes 

by[19],a long side the efficacy of deep- learning in 

identifying malware threats, showcases promising results. 

[20] addresses the failure rate of traffic entering the SDN 

controller through machine learning methods. The DNN 

approach suggested by [22], while lacking a centralized 

controller for anomaly identification, underscores the 

need for further investigation into comparing deep 

learning and machine learning algorithms [23]. 

Fog computing plays a pivotal role in detecting attacks on 
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IoT devices, with fuzzy techniques achieving over 80% 

accuracy, as highlighted by [24]. The proposed method in 

[25] efficiently identifies nodes infected with a virus in an 

IoT ecosystem, managing computation overhead 

effectively. The integration of SDN and fog nodes 

enhances network capabilities, offering real-time 

analytics and calculations at the network's edge, as 

demonstrated by [26]. 

3. Proposed Model 

SDN has garnered significant attention across various 

domains, including research networks, data centers, and 

wired provider networks. Its innovative approach, 

separating control and data planes, reduces protocol 

rigidity and enables adaptable behavior. Unlike traditional 

IP networks, SDN relies on flows instead of packets for 

forwarding, with centralized network management 

facilitating rapid innovation and administration. This 

paper explores SDN implementation in wireless networks, 

emphasizing its application in data centers, virtualization, 

residential networking, security, and the Internet of 

Things (IoT). 

Numerous solutions have emerged around the SDN 

concept, with architectures designed for horizontal IoT 

systems. However, some proposals neglect coordinated 

cloud computing and secure mobility challenges. An 

illustrated architecture of an SDN-enabled wireless fog 

network is presented in Figure 2. The script utilizes 

shortest pathways to optimize routing for packets from 

various fog routers, employing real-time monitoring and 

traffic engineering for efficient traffic redirection. 

 

 

Fig 2 : Architecture of the SDN-enabled Wireless Fog Network 

Integrating Wireless Sensor Networks (WSN) with fog 

computing capabilities enables diverse network 

operations, addressing challenges posed by limited sensor 

node resources. The proposed fog-based power routing 

protocol enhances data collection, storage, and processing 

efficiency while minimizing
𝑖=

e
1
nergy consumption and 

network latency. The algorithm introduces the trust-based 

identity model (TbI-IoT-FN), specifically tailored for the 

Internet of Things architecture, addressing intricacies in 

fog networks and ensuring secure data transfer. 

AlgorithmTbI-IoT-FN 

{ 

Input:NodesinNetwork 

Output:TrustedRouteforSecureDataTransmission 

Step1: To provide safe data transmission, the SDN 

network is setup. Every node within the network is 
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registered to verify their identification. The node data 

gathering is carried out as 

Nreg[k]=∑L
i=1 H(Node(i))+R+Th 

Nodedata[k]=∑𝐿 𝑆(𝑁𝑜𝑑𝑒(𝑖))+𝑟(𝑀𝑠𝑔)+Nreg(i) 

Here R is the time of the node entry, this is the threshold 

value, τ is the total packets in a message Msg. 

Step2: Each registered node is designated as a trustworthy 

node to participate in data transmission by generating a 

trust factor for each node. Calculating the trust factor is 

done as follows: 
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Step 3: The SDN network is configured to take the 

network path into account. To ensure safe data 

transmission, the route identification process is carried out 

to include the majority of trusted nodes in the routing 

process. The routing is carried out as follows: 

Here λ is the maximum available energy node and ω is the 

total users in the system 
 

Step 4:To enhance network performance, malicious nodes 

are identified in the SDN network. The detection of 

malicious nodes is carried out as 

 

Step 5:To execute the improvement in data transmission 

levels, the network's data loss rate is determined. In fog 

networks, the data loss rate is computed as 

 

Results 

The edge of the network plays a crucial role in processing 

IoT-generated data, as devices constantly collect, store, 

transmit, and process data in an IoT-driven environment. 

Analyzing this data provides valuable insights for better 

decision-making. Fog computing is transforming data 

storage and processing by bringing cloud-like capabilities 

closer to end users. Fog/edge servers, resembling thin- 

client cloud servers, are strategically deployed near end 

users in fog/edge computing systems. These servers offer 

high-quality services for instant processing of IoT data, 

including storage, computation, analysis, and processing. 

The proposed model, implemented in Java using the 

Cloud Sims package and executed in Eclipse, introduces 

the Trust-Based Identity model for the Internet of Things 

architecture designed for managing fog networks (TbI - 

IoT-FN). This model is compared with the standard 

Software-Defined Network-Enabled Fog-to-Things 

Hybrid Deep Learning-Driven Cyber Threat Detection 

System (SDN-FIoT-HDL). 

In the proposed model, nodes requiring data transmission 

register with the cloud service provider. The cloud service 

provider maintains all user data in the cloud setup, 

utilizing it for future validations and authentications. The 

node registration accuracy of the proposed model 

surpasses that of the current model, as illustrated in Figure 

3, transparently showcasing the improved levels of node 

registration accuracy. 

 

 

 

Fig 3: Node Registration Accuracy Levels 

Nodes, in the context of fog computing, represent 

distributed entities with processing and sensing 

capabilities. These entities consist of one or more 

connected devices and play a crucial role in implementing 

fog services. Fog computing enhances service quality by 

accelerating response times, minimizing transmission 

latency and traffic, and enabling bandwidth savings. 

To ensure optimal operation, only trusted fog nodes are 

considered, emphasizing the importance of reliability in 

the fog computing environment. Figure 4 illustrates the 

computation accuracy of the fog node trust level, 

providing insights into the trustworthiness of these nodes. 
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Fig 4: Fog Node Trust Level Calculation Accuracy Levels 

In digital communications, there is a possibility that one 

or more sent data packets may not reach their intended 

destination. This scenario can result in data transmission 

loss, leading to observable performance issues in various 

forms of digital communication. 

A data packet, in this context, refers to a brief piece of 

information transmitted through a network protocol in a 

packet-switched network, such as the Internet. Network 

packets typically contain information such as sender and 

recipient addresses, protocols, and IDs. Various online 

activities, including messaging and video downloads, rely 

on the successful transmission of packets. 

Figure 5 illustrates the data transmission loss rate, 

providing a visual representation of the extent to which 

data packets may be lost during transmission. 

 

Fig 5: Data Transmission Loss Rate 

Software-defined networking (SDN) is a networking 

technique that employs software-based controllers or 

APIs to control network traffic and interact with the 

underlying hardware resources. It is an architectural 

concept that enables network programming, allowing 

network managers to oversee the entire network, 

irrespective of the specific network technology in use. 

In the context of the current discussion, Figure 6 illustrates 

the SDN network data transmission rate for both the 

suggested model and the existing model. This visual 

representation provides insights in to how SDN influences 

the rate at which data is transmitted across the network in 

comparison to the proposed and current model. 

 

 

Fig 6: SDN Network Data Transmission Rate 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(18s), 25–33 | 31  

The SDN concept aims to shift control of network routing 

from individual network devices to a centralized control 

layer. This change introduces new methods for planning, 

constructing, and managing networks. Routing, the 

process of selecting a path for traffic within or across 

networks, becomes a crucial aspect in this context. This 

concept of routing is widely applicable across various 

types of networks,  particularly  in circuit-switching 

. 

networks. 

As depicted in Figure7, the levels of SDN routed etection 

time are presented. This visual representation helps in 

understanding the time dynamics associated with route 

detection in an SDN-enabled network, offering insights 

into the efficiency and speed of the routing process 

 

 
 

 

4. Conclusion 

Fig 7:SDN Route Detection Time Levels 

Future work will focus on integrating SDN radio resource 

management and network resource management to 

By employing a centralized control mechanism facilitated 

by an SDN controller, the recommended detection method 

aims to reduce computational load. The integration of IoT 

sensors and WSNs in recent years has contributed to 

achieving high-speed routing for network users. However, 

the constrained resources of sensor nodes pose 

optimization challenges for network longevity and data 

security in both industrial and academic applications. This 

study proposes a fog-based routing protocol for constraint 

sensors, strategically selecting cluster heads with minimal 

transmission overhead while prioritizing safety and 

energy efficiency. The protocol incorporates dynamic 

thresholds with multiple parameters and utilizes multi- 

faceted QoS criteria to determine the next hop from the 

observation region to the fog layer, minimizing energy 

consumption and delay rate. 

The protocol results in a reduction in packet delivery ratio, 

data delay, and communication overhead. The integration 

of these protocols establishes an SDN-enabled method for 

managing wireless fog networks, incorporating a trust- 

based identity model for the Internet of Things 

architecture. The proposed approach offers an adaptable 

wireless data plane and adaptive traffic engineering to 

alleviate network stress in fog networks. 

Performance evaluation demonstrates the effectiveness of 

their commended strategy, showcasing lower-latency 

communication, flexible load balancing for optimal 

shortest path selection, and reduced network overhead. 

enhance spectrum consumption and address channel 

interactions through a cross-layer architecture compatible 

with SDN. Additionally, considerations for distributed 

attacks will be crucial in determining security levels in 

future implementations. 
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