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Abstract: Fuzzy C-Means (FCMs) is a well-known unsupervised partitioning algorithm that is utilized in a variety of applications, 

including pattern recognition, machine learning, & data mining. The membership values considering each individual computed during each 

of the clusters cannot reflect how effectively the individuals are categorized, despite FCM's strong performance in discovering clusters. 

FCM is the most well-known fuzzy clustering algorithm. Although FCM has done a good job regarding detecting clusters, membership 

values before each element allocated toward each cluster cannot tell us how well the individuals are clustered regarding each variable. A 

variant of the FCM algorithm for multidimensional data has been developed to solve this problem. The proposed method tells us that 

variables are not correlated & the data, as well as their weighted counterparts, are linearly separable. This hypothesis ignores the fact that 

each variable has a varied relevant weight, which may differ from one cluster to the next. In this paper, we present two multivariate FCM 

algorithms for multidimensional data among weighting. Weights are used to express the relative importance of each variable considering 

each cluster and to improve clustering quality. Experiments on synthetic and actual data sets reveal that the suggested method generates 

good clustering quality. 
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1. Introduction 

Clustering is a type of unsupervised learning that does not 

rely on pre-existing classes or labels in training datasets. The 

requirement for efficient as well as effective analysis 

techniques has been mounted for utilizing the information 

enclosed implicitly in the data science huge amounts of data 

are gathered and stored in databases [1, 2]. Clustering 

objects persist divided into classes or clusters based on 

feature similarity measurements [3]. As a result, whereas the 

same clusters share many commonalities within clusters, 

they differ greatly throughout clusters. Traditional clustering 

approaches employ terms like partition, hierarchy, grid, 

density model [4]. Statistics mining [5, 6] has created and 

implemented a clustering approach based on sample 

attribution-processing, similarity measurement, allocation & 

scheduling, update strategy, and measurement [7, 8]. Most 

research in data mining belongs to these categories. These 

 categories focus on a minute percentage of data objects that 

are often ignored or discarded as noise [9, 10]. For the 

above-mentioned issues in the literature, several techniques 

are proposed. Almost all prevailing works are grounded on 

the FCM algorithm [11]. Despite the fuzziness of 

membership between sample points and cluster centres, the 

objective function based FCM technique is still best in 

theory and practice [12]. The design and determination of a 

clustering centre are at the heart of an FCM algorithm. Most 

of the design involves quantifying cluster centres, finding 

them, and generating an objective function through the 

match [13, 14]. Cluster centres are usually manually 

quantified, or their optimal quantity in a particular range is 

estimated using information entropy and other methods [15]. 

 

 

Fig.1: Collaborative feature-weighted multi-view FCM 

clustering 
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Numerous clustering approaches were developed with 

various points of view along with subject intersection in a 

related field; however, each approach has its advantage as 

well as disadvantage. Qian & Yao [16] devised 3 

incremental fuzzy clustering systems for larger-scale sparse 

higher-dimensional data sets with great sensitivity via the 

original center point. To surpass the major issue of the 

cluster number in numerous clustering applications, a novel 

Gaussian Density Distance method is established for 

clustering data according to size and shape [17]. To perform 

the clustering process, an Adaptive DBSCAN (ADBSCAN) 

method is developed utilizing the density estimator for 

filtering noise samples [18]. For enhancing the clustering 

outcomes, a new algorithm named OMS-OSC, which 

combines morphology similarity distance and can easily 

detect different shapes of data with the FCM algorithm, is 

employed [19]. By improving similarity calculation, the 

cluster’s positive and boundary regions were attained for 

addressing the relationship between an element and a 

cluster, utilizing a 3-Way clustering technique [20]. 

However, clusters are diverse in sizes, densities, and shapes, 

but the data points’ assignment lying in the boundary regions 

of overlapping clusters is not accurate. To surpass this issue, 

the shared nearest neighbor algorithm has been extended to 

tackle the data points lying in the boundary regions [21].The 

prevailing systems’ effectiveness and efficiency, however, 

are somewhat limited since clustering in multidimensional 

data needs clustering higher-dimensional feature vectors and 

since multimedia databases often contain large amounts of 

noise[22, 23].In statistics, the noisy data called outlier 

differs significantly from other observations [24].With 

“multiple-density” clusters, clustering with a single kernel 

does not work well; also, with initial fixed (not necessarily 

the best) parameters, multiple kernel-centric fuzzy 

clustering attempts in finding an optimal linear weighted 

combination of kernels [25].  Duan and Wang [26] 

established many attributes for objects by clustering them as 

polygonal fuzzy integers, and as a result, a clustering 

technique was developed. Huang et al. [27] proposed an 

adaptive methodology for FCM that considers entropy 

weight for feature weight and investigates the impact of 

feature weight Vs a clustering method. Xu and Fan [28] 

developed a heuristic clustering technique that took into 

account multi-attribute problematic big group clustering and 

decision-making using clustering degree for preference 

vectors as a measure of neighborhood similarity. In order to 

handle the robustness of the clustering methods, distance-

based neighborhood relations between points are maintained 

by E.N. Nasibova & G. Outage [29]. Although there have 

been few successes in huge statistical situations, these 

materials exist to address FCM algorithm difficulties. 

1.1 Problem statement 

Although there have been few successes in huge statistics 

situations, they ignore the mentioned problems as follows, 

➢ The issues of overlapping, morphology, along with 

the large number of clusters at the same time could 

not be surpassed by numerous techniques. 

➢ However, the existing algorithms’ main limitation 

was time-consuming during the clustering of the 

multi-dimensional data. 

➢ The existing methods failed to identify clusters 

with differing densities and were parameter 

sensitive. 

To resolve the aforementioned issues, this paper developed 

a novel Gaussian kernel FCM (fuzzy C-means) cluster 

technique considering cluster problems regarding multi-

dimensional evaluation information. The major 

contributions of the presented work are, 

➢ To simplify the sample points for big statistics due 

to discrepancies between vast statistics point 

clustering and tiny sample point clustering, making 

FCM more relevant in big statistics scenarios.  

➢ To propose a new clustering algorithm through the 

Gaussian multivariate notion that took into account 

both lengthy between-class distances along with 

short inner-class distances.  

➢ To present both theoretical and practical advice on 

statistics clustering in large statistics sets.   

The remaining part is systemized as: section 2 reviews the 

associated works regarding the proposed objective; section 

3 explains the proposed FCM-GM approach; section 4 

demonstrates the proposed algorithm’s performance                  

lastly; the paper is winded up in section 5. 

2. Related Work 

Table 1: Review of related works 

Refere

nces 

Method Purpose Advanta

ges 

Limitati

ons 

Emre 

Gung 

¨or, 

Ahmet 

¨Ozme

n [17] 

Gaussian 

Density 

Distance 

(GDD) 

clusterin

g 

approach 

For 

finding 

the best 

possible 

clusters 

without 

any 

earlier 

informati

on and 

parameter

s and to 

form 

clusters 

very close 

to human 

clustering 

Correctly 

differenti

ating 

different 

densities. 

Correct 

clusterin

g for 

gradually 

decreasin

g 

densities 

and 

increasin

g 

It did not 

cluster 

all the 

data 

points 
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perceptio

n when 

performe

d on 2-

Dimensio

nal data. 

distances

. 

Hao Li 

et al. 

[18] 

Adaptive 

DBSCA

N 

(ADBSC

AN) 

To detect 

the local 

higher-

density 

samples 

devoid of 

any 

additional 

parameter 

by 

studying 

the 

nearest 

neighbou

r graph’s 

nature. 

 

Instead 

of 

dependin

g on 

static 

user-

defined 

paramete

rs to 

evaluate 

each 

sample’s 

density 

and 

detect 

whether 

it is a 

core 

sample, 

ADBSC

AN 

recognize

s the 

local 

high-

density 

samples 

directly 

as of the 

nearest 

neighbou

r graph. 

Failed to 

identify 

the 

correct 

number 

of 

clusters 

in some 

cases 

and also 

multiple 

combina

tions of 

paramete

rs still 

need to 

be 

tested. 

Shuling 

Yang et 

al. [19] 

Optimiz

ed 

Morphol

ogy 

Similarit

y 

distance 

(OMS) 

based 

FCM 

To obtain 

an 

accurate 

number 

of 

clusters 

by 

combinin

g the 

OMS 

distance 

with the 

FCM 

algorithm

. 

The 

algorithm 

produces 

a much 

better 

result 

than the 

others. 

The 

increase

d 

number 

of 

paramete

rs 

increases 

the 

processi

ng 

burden 

as a 

result of 

a long 

time to 

run. 

Hui Yu 

et al. 

[20] 

3-Way 

clusterin

g 

techniqu

e 

grounde

d on an 

Improve

d 

DBSCA

N (3W-

DBSCA

N) 

The 

method 

finds the 

number 

of 

clusters 

centred 

on the 

estimated 

density 

distributi

on. For 

better 

addressin

g the 

relationsh

ip 

between 

an 

element 

and a 

cluster, 

and for 

acquiring 

the 

cluster’s 

positive 

and 

boundary 

regions. 

Discover 

clusters 

of 

diverse 

sizes and 

shapes. 

No need 

to know 

the 

number 

of 

clusters 

in 

advance 

Construc

ting 3-

way 

clusters 

as of 

scratch 

is 

challengi

ng since 

it 

depends 

on the 

performa

nce of 

the hard 

clusterin

g 

algorith

m.  

Rika 

Sharma 

& 

Kesari 

Verma 

[21] 

Fuzzy 

Shared 

Nearest 

Neighbo

ur 

clusterin

g 

(FSNN) 

To tackle 

the data 

points 

lying in 

the 

boundary 

regions, 

specifical

ly for 

overlappi

ng 

clusters 

by 

utilizing a 

fuzzy 

concept. 

Has a 

better 

ability to 

handle 

the data 

points 

lying in 

the 

overlappi

ng 

partitions 

and 

generates 

compact 

along 

with 

well-

separated 

clusters. 

More 

computa

tion time 
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Issam 

Dagher 

[25] 

fuzzy 

clusterin

g using 

Multiple

-

Gaussian

-

Kernels-

With-

Optimiz

ed 

Paramet

ers 

(OKFC

M) 

Character

izing 

every 

cluster by 

a 

different 

Gaussian 

kernel.  

Trying to 

detect the 

optimal 

parameter

s of each 

kernel in 

every 

single 

cluster 

devoid of 

the 

requirem

ents for 

giving 

“good” 

parameter

s of every 

single 

kernel 

and no 

need to 

give an 

initial 

“good” 

number 

of kernels 

It is 

robust 

and 

flexible. 

Could 

not 

tackle 

varying 

density, 

non-

globular 

clusters. 

2.1. FUZZY C-MEANS BASED AGAINST MULTIVARIATE 

MEMBERSHIPS 

Memberships are established in a fuzzy clustering grounded 

on distances betwixt clusters and prototypes; moreover, itis 

presumed that these memberships are the same for every 

characteristic, that is, all attributes are regarded equally 

essential for determining membership. However, since 

features may have dissimilar dispersions, this model may 

exist restricted, and the fuzzy clustering technique’s 

performance may exist harmed. This paper's key 

contribution is the introduction of a new FCM approach in 

which membership values exist determined using inherent 

information in each feature. This approach considers a set of 

prototypes as well as a fuzzy partition of multi-dimensional 

data that minimizes a goal function. Multivariate 

memberships allow for consideration of intra-clustering 

structure. 

 

Fig. 2. Statistics set through two clusters. 

The statistics set containing two clusters are shown in Figure 

2. Five circles (numbered 1–5) make up Cluster 1, whereas 

five squares (numbered 6–10) make up Cluster 2. (These are 

denoted as stars). The membership value for item 5 in cluster 

2 should endure slightly higher than the membership value 

for item 5 in cluster 1, according to the FCM approach, 

because the distance between items 3 and 5 is bigger than 

the distance between items 5 and 8. However, when we look 

at feature y2 independently, we can see that item 5's 

membership in cluster 1 is close to 1, but its membership in 

cluster 2 is close to 0. As the dispersion of feature y1 is 

greater than the dispersion of feature y2, Cluster 2 

membership-related item 5 is close to 1, however, cluster 1 

membership is not close to 0. In this scenario, a mechanism 

for determining membership values was necessary. 

The membership values provided in this paper will be 

computed in such a way that they endure (a) take into 

account statistical information regarding each feature to 

improve algorithm performance, (b) change at each iteration 

differ from one feature to the next from one class to the next, 

and (c) by optimizing an objective function based on 

membership values, an algorithm can be used to generate 

cluster prototypes. This study also discusses a method for 

determining class membership values in order to acquire a 

fuzzy input statistics set division using class membership 

values. 

FCM CLUSTERING: 

Fuzzy logic principles in existing were used to cluster multi-

dimensional statistics by assigning each point a percentage 

membership in each cluster center ranging from 0% to 100% 

[30]. When compared to standard hard-threshold clustering, 

where each point gives a precise, sharp name, this endure 

exist extremely useful. 

We went through fundamentals regarding fuzzy clustering 

and demonstrated how to compute it. 

∑ ∑ 𝑢𝑖𝑗
𝑚

𝑥𝑖∈𝐶𝑗
𝑘
𝑗=1 (𝑥𝑖 − 𝜇𝑗)

2
                 (1) 

were, 

❖ 𝑢𝑖𝑗– the degree to which an observation xi belongs 

to a cluster 𝐶𝑗 

❖ 𝜇𝑗– the center of cluster j  
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❖ 𝑚 - fuzzifier. 

It endures existing seen that FCM differs from k-means 

by using membership values uij and fuzzifier m. 

The variable 𝑢𝑚𝑖𝑗is defined as follows: 

𝑢𝑖𝑗
𝑚 =

1

∑ (
|𝑥𝑖−𝑐𝑗|

|𝑥𝑖−𝑐𝑘|
)

2
𝑚−1

𝑘
𝑙=1

   (2) 

The distance between x and cluster center is inversely 

proportional to the degree of membership, 𝑢𝑖𝑗. Cluster 

fuzziness is specified through parameter m, which has a real 

value greater than (1.0m). Note that a value regarding m near 

1 creates a cluster solution that gradually resembles a hard 

clustering solution like k-means, whereas a value regarding 

m near infinity produces complete fuzziness.  

In fuzzy clustering, the centroid of a cluster average of all 

points weighted with the degree of cluster membership: 

𝐶𝑗 =
∑ 𝑢𝑖𝑗

𝑚𝑥𝑥∈𝐶𝑗

∑ 𝑢𝑖𝑗
𝑚

𝑥∈𝐶𝑗

    (3) 

were,  

❖ 𝐶𝑗- centroid regarding cluster j  

❖ 𝑢𝑖𝑗– the degree to which an observation xi belongs 

to a cluster 𝐶𝑗 

The fuzzy clustering algorithm being existed is 

summarized as follows: 

1. Calculate the number of clusters (k) (by the analyst) 

2. For being in clusters, assign point coefficients to each 

point at random. 

3. Repeat until the algorithm converges (that is, 

coefficients change no more than the set sensitivity 

threshold between iterations) or until the maximum 

number of iterations (given through "maxi") is reached:  

i. Using the formula above, find the centroid regarding 

each cluster. 

ii. Using the formula above, calculate the coefficients 

regarding being in clusters considering each point. 

The technique also reduces intra-cluster variation, but it 

suffers from the same drawbacks as k-means: local 

minimum outcomes exist dependent on weights chosen at 

the start. As a result, different initializations may provide 

different outcomes. A more statistically structured strategy 

that encompasses some of these principles uses a blend of 

Gaussians & expectation-maximization algorithms 

membership in certain classes but not all. 

3. Methodology 

FCMs persist in a well-known unsupervised partitioning 

algorithm used in a range of applications, such as pattern 

recognition, machine learning, and statistics mining. Despite 

FCM’s excellent efficiency in discovering clusters, 

membership counts derived for each individual to each 

cluster cannot accurately reflect how well individuals are 

categorized. The FCM is the most well-known fuzzy 

clustering method. Even though FCM did an outstanding job 

of discovering clusters, membership values based on each 

element assigned to each cluster are insufficient to tell us 

how well individuals remain clustered in terms of each 

variable. To address this issue, a multivariate variation of the 

FCM approach for multidimensional data was developed. 

This hypothesis overlooks the reality that each variable has 

a different relevant weight from one cluster to the next. In 

this research, we use weighting to provide two multivariate 

FCM methods to increase clustering quality, weights persist 

employed to describe the relative importance of each 

variable considering each cluster. Fig 4 illustrates the 

calculation flow of the FCM algorithm, 

EXISTING SYSTEM: 

Automatic fuzzy DBSCAN (AFD) employs a Density-

Based Spatial Clustering regarding Applications via Noise 

(DBSCAN) technique based on selected high-density areas 

and operates by initializing two parameters [31]. AFD is 

modelled by selecting high-density areas & automatically 

generating two parameters considering merging & 

separating using fuzzy & DBSCAN features. At the same 

time, the algorithm, Automatic fuzzy-DBSCAN (AFD) was 

attempted to overcome morphology, overlapping, the 

number of clusters. As a result, we will offer FCM through 

the Gaussian multivariate notion in the proposed systematise 

with this time-consuming operation. Many algorithms failed 

to solve the morphology, overlapping, huge number of 

cluster problems at the same time. This is purely a Mattero 

temporal complexity. 

3.1. PROPOSED SYSTEM 

Based on the FCM concept, a new Gaussian kernel FCM 

(FCM-GM) cluster technique was developed considering 

cluster problems regarding multi-dimensional evaluation 

information in big datasets. To begin, the study establishes a 

Euclidean distance formula between two statistics points & 

employs a distance classification approach as well as nearest 

neighbours to exclude relative statistics &cluster them 

adaptively. Second, the FCM method's flaws exist were 

investigated, and a solution algorithm was devised to 

achieve the twin goals regarding low distances between full 

classes & long distances between different classes. Finally, 

an illustration regarding findings in comparison to the 

present algorithm was shown. Figure 3 depicts the proposed 

FCM-GM algorithm’s block diagram. 
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Fig 3. Block diagram of FCM-GM 

ADVANTAGES: 

➢ Effective distribution. 

➢ Capable of processing numerous data. 

As a result, regarding rising interest in autonomous statistics 

comprehension, processing, summarization, clustering 

algorithms must abide applied in a variety of application 

domains, including pattern recognition, machine learning & 

computational biology. FCM is the most well-known fuzzy 

clustering method. Even though FCM did a good job of 

detecting clusters, membership values based on each 

element allocated to each cluster are insufficient to tell us 

how strongly individuals remain clustered in terms of each 

variable. To overcome this challenge, a multivariate form of 

the FCM method to deal with high-dimensional data was 

created. This hypothesis overlooks the reality that each 

variable has a different relevant weight from one cluster to 

the next.  

 

Fig.4: Calculation flowchart regarding the FCM clustering 

algorithm 

Although the FCM method has been proven to be effective 

in discovering clusters, membership values calculated for 

each individual in each cluster do not reflect how effectively 

individuals are classified when single variables are taken 

into account. As a result, a technique considering calculating 

membership degrees was proposed. This method assumes 

that variables persist uncorrelated and that statistics are 

linearly separable, including weighted versions. This section 

provides an overview of the Multivariate Fuzzy C-Means 

(MFCM) technique. The algorithm considering MFCM 

approaches follows: 
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Algorithm 1: FCM at the origin 

 

  

 

   

  

 

 

 

 

 

 

Fig 7. FCM at origin 

 

Algorithm 2: FCM-GM 

 

  

 

   

  

 

 

 

 

 

 

 

 

 

4. EXPERIMENTAL RESULTS 

 

 

 

 

 

The clustering approaches exist tested against a varietyofreal 

statistics sets, including Wine, Iris&Glassdatasets. These 

statistics sets may exist accessed at 

http://archive.ics.uci.edu/ml/datasets.html in the UCI 

machine learning repository. A priori cluster partition was 

compared to clusters formed using these clustering 

algorithms. Each technique runs until it converges, and the 

adequacy criterion is used to choose the best result after 100 

repetitions.FR is computed to provide an optimal result. 

Mean & standard deviation was calculated to observe 

descriptive statistics regarding features through class 

considering these statistics sets. Furthermore, scatter plots 

exist is created to depict behaviour regarding membership 

degrees obtained once each clustering algorithm has reached 

convergence. 

 

Fig 5. Descriptive measures of Iris Dataset 

In above figure 5, the number of instances with 4 attributes 

named sepal length, sepal width, petal length, along with 

petal width in the Iris dataset are shown. All these attributes 

are measured in centimeters (cm). In the proposed model the 

Iris Dataset with four features of 150 samples was used. 

Based on these features the type of the species is labeled. 

These measures were used to create a linear discriminant 

model to cluster the species. 

 

(a) 

Begin 

Initialize number of centroids jc and the 

objective functionU  

 For ( )1=i to |𝐔𝐝+𝟏 − 𝐔𝐝| ≤ 𝛆 

  Update center matrix 

  Compute distance using 

∑ ∑ 𝑢𝑖𝑗
𝑚

𝑥𝑖∈𝐶𝑗

𝑘

𝑗=1

(𝑥𝑖 − 𝜇𝑗)
2
 

 

  Compute membership matrix 

𝑢𝑖𝑗
𝑚 =

1

∑ (
|𝑥𝑖−𝑐𝑗|

|𝑥𝑖−𝑐𝑘|
)

2

𝑚−1𝑘
𝑙=1

 

  Update membership matrixU  

 End for 

 Return the cluster result.  

End 

 

Input: Input data x 

Output: clustered results 
 

Begin 

Initialize membership function matrix.  

 For ( )1=i to |𝐔𝐝+𝟏 − 𝐔𝐝| ≤ 𝛆 

  Compute the mean and variance of each 

cluster. 

  Compute similarity between all data 

  For ( )1=i to 𝑲 

   For ( )1=j to 𝑲 

    Compute distance 

using 

∑ ∑ 𝑢𝑖𝑗
𝑚

𝑥𝑖∈𝐶𝑗

𝑘

𝑗=1

(𝑥𝑖 − 𝜇𝑗)
2
 

   End for 

  End for 

  For 2nd iteration 

   Use the Gaussian Multivariate 

  End for 

  For 3rd iteration 

   Use random vectors from the 

dataset. 

  End for 

  Update membership matrix U  

 End for 

 Return the cluster result.  

End 

 

 
 

Input: Input data x 

Output: clustered results 
 

http://archive.ics.uci.edu/ml/datasets.html
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(b) 

 

(c) 

 

(d) 

Fig 6. The dataset performed by the proposed algorithm. 

Fig.6 shows the proposed mechanism’s outcomes on the 

dataset. Fig 6(a) and 6 (b) refer to the initial and final clusters 

attained with the attribute Sepal, and 6 (c) and 6 (d) give the 

clusters for the attribute Petal. 

Table 2. All algorithms with the rand, adjusted rand, and 

F-measure. 

 

Table 2 shows the performance of the various clustering 

techniques for the Iris dataset based on the rand, adjusted 

rand, together with F-measure. A gauge of the similarity 

betwixt 2 data clustering is named the Rand index. F-

measure is calculated by the higher values obtained by the 

clusters that are the best cluster to indicate clustering quality. 

Although the Rand index might be formed, it is adjusted for 

the chance grouping of elements, which is named the 

Adjusted Rand Index (ARI). In analysing table 2, the values 

attained for three indices are higher for FCM-GM, which is 

0.15% for the rand index, 0.35% for adjusted rand, and 

0.13% for F-measure. This indicates the superiority of the 

proposed technique. 

Table 3: Clustering performance on Iris Dataset based 

on Internal indices. 

Methods Metrics Iris Dataset 

 

AFD 

Xie-Beni Index 0.703 

Kwon Index 0.391 

Partitioning 

Entropy 

0.541 

Partition 

Coefficient 

0.79 

 

F-Means 

Xie-Beni Index 0.715 

Kwon Index 0.408 
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Partitioning 

Entropy 

0.563 

Partition 

Coefficient 

0.83 

 

K-Means 

Xie-Beni Index 0.752 

Kwon Index 0.491 

Partitioning 

Entropy 

0.581 

Partition 

Coefficient 

0.87 

 

FCM-GM 

Xie-Beni Index 0.793 

Kwon Index 0.575 

Partitioning 

Entropy 

0.602 

Partition 

Coefficient 

0.91 

 

Table 3 displays the performance of various clustering 

techniques grounded on internal indices, such as Xie-Beni, 

Kwon, Partitioning Entropy, and Partitioning Coefficient. 

The Xie-Beni, Kwon Index, and Partition Entropy yield 

more clusters as they consider not only the fuzzy 

membership matrix but also the dataset’s structure, whereas 

PC only considers the fuzzy membership matrix. From table 

3, it can be said that FCM-GM achieves more clusters with 

better results than the existing AFD, K-Means, and FCM, 

GM methods. 

Table 4: Clustering performance on different datasets 

Methods Metrics Data set 

Iris Glass Wine 

 

AFD 

ARI 0.868 0.565 0.572 

NMI 0.469 0.541 0.496 

F-

measure 

0.953 0.940 0.962 

 

F-

Means 

ARI 0.729 0.626 0.515 

NMI 0.489 0.580 0.585 

F-

measure 

0.893 0.876 0.956 

 

K-

Means 

ARI 0.716 0.569 0.648 

NMI 0.560 0.663 0.483 

F-

measure 

0.885 0.925 0.901 

 ARI 0.903 0.655 0.705 

FCM-

GM 

NMI 0.695 0.677 0.601 

F-

measure 

0.966 0.955 0.991 

 

Table 4illustrates the performance comparison of different 

clustering techniques for real datasets, such as Iris, Glass, 

and Wine. Here, for performance comparison, F-measure, 

Normalized Mutual Information (NMI), and ARI are 

computed. Regarding the system, from Table 4, it can be said 

that the proposed FCM-GM gives superior performance 

when analogized with AFD, F-Means, and K-Means 

methods for all datasets, which exhibits the FCM-GM’s 

superiority. Also, the method attained better results for the 

Iris dataset. The reason could be attributed to the fact that 

each cluster is obtained based on its weighted counterparts 

that describe the relative importance of each variable 

considering each cluster. Whereas, in existing methods, the 

membership values are used for each cluster that lacks in 

indicating how well the data clustered in terms of each 

variable. It is reasonable that the clustering performance of 

FCM-GM is superior in contrast to the other methods. 

4. Conclusion 

In this paper, we proposed a new fuzzy clustering approach 

based on feature information to handle degree regarding 

membership. The traditional FCM clustering approach 

creates memberships based on premise that all features 

persist equally important, which may not endure an ideal 

strategy considering statistics among different dispersions. 

As a result, the clustering method proposed in this work 

implies that a person's membership degrees differ from one 

feature to the next inside a cluster. Traditional FCM & its 

upgraded versions persist as capable of clustering numerous 

statistics points; however, a complicated massive group 

clustering foundation is required considering suitable 

service resource distribution & group coordination. In this 

case, the current work used a graph-based clustering method, 

an adaptive clustering strategy, and a Gaussian kernel 

clustering algorithm via explore statistics point deletion. 

Meanwhile, a new Gaussian technique has abide presented 

that endures displaying both inner-class & between-class 

distances, which is something that the objective function 

can't achieve. 

4.1. FUTURE SCOPE 

In this paper, the necessity regarding weights considering 

variables, usefulness regarding fuzzy partition, &cluster 

interpretation indices was demonstrated against Abalone 

statistics set utilizing fuzzy c-means algorithms. As a future 

work, this algorithm’s application might be integrated into 

several large multidimensional issues as well as constraint 

optimization issues. In the future, the work may be extended 

to apply metaheuristic methods for enhancing the clustering 
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accuracy by avoiding early trapping at local minima and also 

for reducing the algorithm’s complexity during the initial 

population’s computation as of the random population. Real-

world statistics sets were also considered. 
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