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Abstract: Online communication over social media affecting psychological resilience that helps to pre-identify neurological disorder 

activities. Currently, existing research commonly uses a single model for such detection. This study suggests a stacked ensemble learning 

algorithm that ensembles four base classifiers including Support Vector, Random Forest, K Nearest Neighbor, Catboost, and a Meta 

classifier as Logistic Regression, along with a variety of word embeddings including Word2Vec, GloVe and FastText on the training 

corpus that is performed over Twitter public dataset to identify such neurological disorder problems among individuals. The training and 

testing models are tuned and then calculates the efficiency of proposed model in terms of metric calculation scores via Precision, 

Accuracy, Recall and F1-scores. The proposed ensemble model performed better over standalone models and results are then evaluated 

using confusion matrix & RoC curves. It also gives comparison based on execution time among all the classifiers. Hence, this research 

aimed to the earlier disclosure of such symptoms that can helps to increase psychological resilience and ultimately lowering the affect of 

mental hazard problems. 
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1. Introduction 

The popularity of online social networking sites (SNSs), 

particularly among teenagers, is enormous. Digital 

footprint left by activity on these websites can be examined 

to learn more about the behavioural online correlates of 

teenage psychological distress and, ultimately, to enhance 

detection and intervention methods. A prevalent mental 

illness, depression is one of the leading factors in disability 

and suicide globally [1]. About 300 million people globally 

deal with depression, as reported by the World Health 

Organization and it continued rising at greater speed [2]. 

Likewise, 70% of sufferers are afraid to see a physician 

throughout the initial stages of their condition, despite the 

fact that earlier treatment for depression can lessen the 

disease's detrimental effects [3]. They are wary due to 

discrimination and stigma. Researchers have discovered 

that stigma and prejudice are widespread underlying 

issues, even though not every patient feels such issues [4]. 

Determining depression is therefore a difficult task.  

Depression has emerged as a significant global health issue 

also during pandemic COVID19, affecting 322 million 

people globally [5]. Numerous chronic diseases, including 

diabetes, heart disease, and others, can develop among 

depressed people as a result of depression. It is the 

secondary main factor in the emergence of chronic 

illnesses [6] [7]. Serious depression disorder may lead to 

suicide thoughts or suicidal attempts.  

The use of machine learning algorithms is to deduce 

meaningful information from data of many networks 

resulted as the tremendous advertisement in information 

and technology. Such algorithms are frequently employed 

in the medical fields and their application in the 

psychological field is still somewhat limited. 

Psychometrics and Psychological analysis have both 

employed statistical inferences for many years. Following 

the Cambridge Analytica Scandal, Machine learning has 

mostly gained attention for its application in 

psychometrics. Researchers are currently tuning to 

algorithms from statistical conclusions in psychological 

testing and analysis due to the replicability issues with 

statistical inference [8]. Psychological Resilience refers to 

the ability to cope with mental health. It’s ultimately 

inversely proportional to the mental risks. Such earlier 

identification of mental problems that grows with stress, 

anxiety or depression can helps to increase such resilience 

when prompted at an earlier stage [9]. 

Identifying predictors of neurological disease has recently 

been done using machine learning techniques like SVM 

and Random forest [10], [11]. Among these, the stacked 

ensemble machine can lessen the danger of biases that an 

individual machine learning model can have by increasing 

accuracy by mixing two or more separate machine learning 

models with a meta-model. Additionally, it has been 

demonstrated that it is more accurate in predicting outcome 
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factors [12]. However, there are still insufficient research 

that used the stacked ensemble machine and patient data to 

forecast a disease. 

Studies in the medical field have been trying to find 

potential risks for depressive disorders for the past ten 

years, utilizing both data mining approaches and 

conventional statistical analysis models (regression model) 

[13]. Recent studies of Byeon H. and Kandel I. et al. have 

employed the stacked ensemble technique in particular to 

get over the constraints of an individual machine learning 

approach [14], [15]. This technique estimates classes by 

merging various learning algorithms. Due to the adoption 

of a Meta model that uses the information predicted by 

separate algorithms and stacking ensemble forecasts, it’s 

known that it has a greater precision than a particular 

machine learning technique. However, it was also shown 

that, irrespective of the nature of algorithms used in the 

base and Meta learner model, the accuracy of a stacked 

ensemble model was worse compared to a standalone 

machine learning model. In order to develop the best 

ensemble model that can predict depressive illnesses, a lot 

of stacked generalization ensemble machine learning 

theories must be conducted. 

1.1. Research Questions 

The following research questions can be imposed in this 

work: 

• How social media helps to determine mental health 

disorders? 

• Why ensemble learning better than standalone models 

for such prediction? 

• How psychological resilience can be improved using 

machine learning approach? 

The stacking ensemble was used in this preliminary study 

to examine the key variables that may predict depression in 

neurological disorder patients. Baseline data were also 

presented in order to create a nomogram predictive index 

for the future identification of high risk subgroups for 

depression among neurological disorder disease patients. 

1.2. Contributions 

The contribution of this study can be summed up as 

follows: 

• This study proposed an Optimized Stacked Ensemble 

Learning Algorithm (Algorithm 1) utilizing stacked 

generalization approach for neurological disorder 

detection through digital footprints. 

• The performance of the model is evaluated using 

three word embedding models over huge corpus 

dataset comprising 10308 Twitter posts to obtain pre-

trained term vectors that have been trained on a large 

number of words and are able to capture word 

semantics. 

• Extensive experimentation done using ensemble 

technique having four base classifiers as SVC, RFC, 

KNN and CBC; and a Meta classifier as LR with 

stratified 10-fold cross validation to get improved 

results on the basis of execution time taken by 

standalone and machine learning classifiers. 

• The performance of the model is evaluated in terms 

of metric evaluation including Accuracy, Precision, 

Recall, F1-Score, Confusion matrix and RoC curves. 

We assess that this study aimed to increase psychological 

resilience among individuals through earlier identification 

of neurological factors that helps to lowering the effect of 

mental risks over social media platforms. 

The remaining sections of the paper are organized as 

follows: The review of existing methods and approaches is 

discussed in section 2.The proposed architecture and 

experimental setup is presented in section 3, which also 

includes a dataset preparation, the implementation 

procedure, and the classifiers. The experimental outcome, 

additional observations, and a comparative analysis are 

covered in Section 4. Section 5 presents conclusion and 

strategy for the future. 

2. Background Study 

In order to learn about the methods and approaches utilized 

in the previous works and identify any research gaps, this 

section has read through a number of related research 

articles. 

Jayawickreme [16] determine that the Korea Republic 

users would soon experience a depression. The RFC was 

used to build the predictive model. SMOTE was utilized to 

address the problems of class disparities. The accuracy of 

this study was 86.20%. This study also showed that the 

most important elements influencing the beginning of 

depression are health and happiness with social and 

familial relationships. 

It has been determined by Na [17], author focused on the 

senior groups. They have used 10 different classification 

techniques to predict depression among peoples. The 

Random Forest performed the best out of the ten 

classifiers.  

From author’s work in [18], they have used 284 older 

individuals' psychometric and demographic data to forecast 

the level of depression. For identifying the persistence of 

depression, they used the XGBoost method and evaluated 

its efficacy in comparison to LR model. They claimed that 

XGBoost outperformed LR in terms of performance. 

The author [19] created a mobile-based application to 

foresee PPD. Using the socioeconomic, therapeutic and 

psychological data of 1397 new mums, they assessed the 

effectiveness of NB, ANN, LR, and SVM. They claimed 
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that their study was the first reliable Clinical Decision 

Support (CDS) system capable of determining whether 

PPD existed in the first week following delivery.  

In this study, authors [20] used the CNN and Unsupervised 

Extreme Learning Machine (US-ELM) algorithms to apply 

mass detection to breast imaging datasets. They calculated 

that their classification accuracy was the greatest at 86.5%. 

Our study is superior because in addition to skipping the 

feature extraction stage, it also meets all the requirements 

in addition to the benign and malignant classes. 

This research study has published a comparative analysis 

of several heart disease prediction methods, including 

SVM, NB, LR , NN & voting classifiers. The voting 

classifier has a 90% accuracy rate, which is the highest. 

The author also suggested that a GUI be created [21]. 

After analyzing the experimental data [22], researchers 

came to the conclusion that the J48 tree technique is the 

best classifier for predicting heart disease since it is more 

accurate and takes less time to create. It is obvious that the 

J48 algorithm with lower error pruning and Logistic Model 

Tree (LMT) method have the highest accuracy.  

In this study [23], author proposed a machine learning 

approach as Naive Bayes classification that gives the 

accuracy value of 76.6%. 

Some detection systems use the participant's self-reported 

health state as the basis for their ground truth labeling. The 

majority of studies, including those by authors rely on self-

reports of depression status [24]. Posts that are suggestive 

of depression are recognized and utilized as data for 

training via supervised learning algorithms. Unfortunately, 

the level of depression is never evaluated by a psychologist 

or a questionnaire when datasets are created in this way.  

ALSAGRI & YKHLEF [25] gathered data from 500 

Twitter user profiles. They used a number of classifiers, 

but SVM had the highest accuracy for detecting depression 

at 82.5%. 

In their study [26], authors used machine learning (ML) 

and NLP (natural language processing) classifiers to 

predict sadness from Reddit forums. Support vector 

machine (SVM) provided them with 90% accuracy to 

determine from linked words of different emotions after 

they analyzed 1,293 depression suggestive posts and 548 

ordinary posts. 

According to the study in [27], depressed persons use 

Twitter as a tool for promoting social awareness while 

non-depressed individuals use it as a tool for information 

collecting. Another well-known social media platform is 

Reddit. 

Young minds matter (YMM) provided a dataset that was 

compiled in this study [28]. They discovered 11 key signs, 

such as sadness, boredom, and irritability that can be used 

to identify depression in children and adolescents. 

Someone is sad if they exhibit any five of the eleven signs 

listed above. In just 315 milliseconds, RF was able to 

predict 99% of cases of depression. 

The authors [29] used ML and NLP to detect depression in 

1,335 references from various datasets. They made 

advantage of Reddit forums, Facebook, and Twitter. 

This study used Reddit dataset and applied SVM, KNN 

and multimodal NB through VADER sentiment analysis 

and achieved 89.36% accuracy score with 10 fold CV for 

NB model [30].  

This study suggests that the Natural language processing 

and explainable artificial intelligence (AI) are coupled to 

examine and evaluate depression-related linguistic 

biomarkers for English-Urdu textual posts [31]. 

This study compare model performance with three 

different conventional classifiers on this classification task 

by combining psycholinguistic information in a rule-based 

estimator with 82% accuracy score on 9210 Reddit posts 

[32]. 

The authors of this study compared the linguistic content 

of people in online forums for various forms of mental 

distress using the Linguistic Inquiry and Word Count 

program (LIWC) [33].  

This research used multimodal psychological highly 

imbalanced dataset, WESAD over 12 subjects and worn 

over chest and wrist to evaluate over three classes stress, 

neutral and amusement. Among various machine learning 

algorithms, RF performed best with accuracy of 84.17 

[34]. 

Table 1 gives a summary of the surveyed deep learning-

based depression detection methods and illustrates 

comparative analysis for mentioned research. This table 

clearly shows how heavily text data is used. Recently, 

we've noticed a shift away from manually created features 

and towards intricate neural word embedding models. This 

follows a general trend in data science where robust text 

embedding models have become the state-of-the-art. 

Additionally, some research on depression has been done 

using the Reddit community [35-37]. Reddit’s forum 

appealed to researchers because it permits lengthy 

submissions with no word count restrictions [38]. Some 

researchers are only interested in posts that are both 

suicide-indicative and non-suicidal after characterizing the 

deeper relationships between language and sadness.  

Therefore, in the existing literature we found that stacked 

ensemble learning is not that much explored. Amongst all, 

twitter dataset has been chosen for performing social 

media analytics. Hence, this paper proposed a stacked 

ensemble learning approach for better accuracy over 

existing literature. 
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Table 1. Summary of findings for varied dataset sources with numerous computational approaches. 

Year Research Data 

Users 

Dataset Source Method Comparative Analysis Metric 

2020 Na et al.  

 

6,588 Korea Users Random Forest Individual RF model evaluated on Korean user’s 

dataset to predict depressive disorder. 

86.20 

2017 Sau and 

Bhakta 

520 Geriatric patient Random Forest Results were compiled on ten different single ML 

techniques. 

89 

2019 Hatton et al.  284 Geriatric patient XGBoost XGBoost outperformed over other classifiers. 74 

2015 Jiménez- 

Serrano et al.  

 

1,397 Postpartum 

period mums  

Naive Bayes Postpartum period mums disorder (PPD) detected 

using various classifiers. 

79 

2019 Wang and Li  

 

400 Mammograms 

breast images 

CNN and ELM Deep learning architecture has been used to 

classify breast imaging datasets. 

86.5 

2020 Sri  

 

303 Cleveland heart Voting Ensemble Individual ML algorithms applied to classify heart 

disease datasets. 

90 

2017 Jaymin Patel 

 

303 Cleveland heart J48, RF and LR Predicting heart disease using J48 and LMT 

learning classifiers. 

56.76 

2021 Rinki 

Chhaterjee 

7,146 Facebook Naive Bayes Limited to single ML classifier. 76.6 

2018 Pirina and 

öltekin 

800 Reddit with 

eight subsets 

Linear SVM Limited to only the outcomes of linear classifiers 

with straightforward character and word bag-of-n-

gram features were presented. 

98.2 

2020 Alsagri and 

Ykhlef 

500 Twitter users DT, NB, SVM-L, 

SVM-R 

Twitter profiles were analyzed and reported higher 

accuracy with single ML classifier as SVM-L. 

82 

2019 Tadesse et 

al. 

1,841 Reddit SVM, MLP In Reddit posts, utilize a model to find any 

elements that could indicate relevant online user’s 

depressive views. 

90 

2021 Syms and 

Raj 

2,500 Twitter DT, RF, SVM, NB, 

SVM-NB( Hybrid) 

Create hybrid model with two classifiers SVM and 

NB to get improved results. 

92 

2021 U M Haque 

et al. 

6,310 YMM for Child 

mental health 

RF Reported 11 parameters to identify depression 

among children and adolescents and tested with 

individual classifier RF.  

95 

2021 Arachchige 

et al. 

1,335 Facebook, 

Twitter and 

Reddit 

ML and NLP Study is reproted over three different online media 

platforms with the use of NLP and ML techniques. 

- 

2020 Mali et al. 13,321 Reddit MNB, SVM, KNN Creating a topic model to find topics that are 

hidden but serve as depression triggers. 

89.36 

2020 Zainab et al. 20,000 Reddit LR, RF Reddit text data on depression and non-depression 

were analyzed using ML and explainable in both 

Urdu and English. 

86 
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2020 Trifan et al. 9,210 Reddit SVM, PAC, MNB, 

SGD 

A model based on specially created 

psycholinguistic traits as potential enhancements to 

current methods of classifying depressed online 

personas. 

82 

2018 Lynos et al. 463 Online forums 

(mentalhealthfor

um.net, 

psychoforums.n

et) 

Statistical Analysis Model for identifying specific verbal tics used by 

the people with mental illness and other issues 

online interaction and communication.  

- 

2021 Garg P. et al. Chest 

& 

Wrist 

device

s over 

13 

subject

s 

Wearable Stress 

and Affect 

Detection 

(WESAD) 

public dataset 

KNN, LDA, RF, 

Adaboost and SVM 

Stress detection using wearable sensors has been 

evaluated but study limited to imbalanced public 

dataset. 

84.17 

2023 Vasha et al. 10,000 Facebook and 

YouTube 

SVM, LR, DT, RF, 

KNN and NB. 

Suicidal ideation using six ML classifiers but 

achieved best results with individual classifier as 

SVM.  

75.15 

PAD: Passive Aggressive Classifier; SGD: Stochastic Gradient Descent; MNB: Multi-modal NB; YMM: Young Minds 

Matter 

3. Materials and Methods 

This section discusses the proposed methodology adopted 

for the identification of neurological disorder symptoms 

among the posted content over social media network. The 

various embedding and classification algorithms are 

discussed. The proposed architecture of the work is 

discussed below in Fig.1. 

 

Fig. 1.  Framework of the proposed work comprises 

Twitter dataset, text preprocessing, feature extraction, 

model and final prediction phases.  

3.1. Dataset Preparation 

Twitter dataset is chosen for this study and downloaded 

from Kaggle, an open-source platform for dataset 

collection [44]. Today, the most effective instrument for 

qualitative analysis of data is API. It makes it possible to 

organize the data, deconstruct, and extract knowledge from 

data. Any type of data can be used. It may take the form of 

social media posts or open-ended survey responses [39]. 

For the research to be accurate, a suitable dataset must be 

picked. The amount of the data, its accuracy, and integrity 

are some factors that are crucial to the research [40].We 

have taken the dataset of Twitter comments, 10308 

comments. In this category we count for the total number 

of neurological disorder detection as label 0 and 1 

respectively shown in Fig. 2.  

 

Fig. 2.  Twitter dataset classification with two class labels. 

Table 2 displays some of tweets before preprocessing as 

posted on Twitter. 

Table 2. Text before Preprocessing displays message to 

examine and label results as 0 or 1. 

tweets.head( ) 

Index Message to examine Labe

l 

0 106 Just had a real good moment. I 

missssss hi.. 

0 

1 217 is reading manga. 

http://plurk.com/p/mzp1e.. 

0 
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2 220 @comeagainjen. 

http://twitpic.com/2y2lx... 

0 

3 288 @lapcat Need to send ‘em to my 

accountant. 

0 

4 540 ADD ME ON MY SPACE!!! 

myspace.com/LookThunder.. 

0 

tweets.tail( ) 

Index Message to examine Labe

l 

10309 80230

9 

No depression by G Herbo is my 

mood from now …. 

1 

10310 80231

0 

What do you do when depression 

succumbs… 

1 

10311 80231

1 

Katamine Nasal Spray shows 

promise against … 

1 

10312 80231

2 

Don’t mistake a bad day with 

depression ! 

1 

3.2. Text Classification 

For performing text classification, data needs to be pre-

processed using tokenization and normalization methods 

that includes stemming and lemmatization to get cleaned 

text as shown in Table 3 and Table 4 respectively. 

3.2.1. Preprocessing 

As the text is least structured type of data, resulting in a 

large amount of cleaning. To extract the accurate 

information from the text, with the help of these 

preprocessing approaches, noise in high dimensional data 

features can be easily converted to low dimensional data 

features. Depending on the information and the situation, 

preprocessing data may involve a number of processes. 

3.2.2. Tokenization 

Text is first transformed into the tokens, and then into 

vectors is known as the process of tokenization. Words, 

characters, numerals, symbols, and n-grams are a few 

examples of tokens. Additionally, the removal of pointless 

tokens is made simpler. For instance, documents can be 

split into parts or sentences. We are word-tokenizing the 

reviews in this instance. Whitespace/unigram tokenization 

is the most popular tokenization technique. By separating 

the words from the whitespace, the entire text is divided 

into words in this procedure. 

Table 3. Tokenized Text. 

 Clean_messag

e 

Is_suicide Tokenized_text 

6069 secretsocietydi 

hope ur great 

0 [secretsocietydi, 

hope, ur, great, 

don’t spend 

cash 

don’t, spend… 

2154 allanzzz oh 

allan may god 

give strength 

energi… 

0 [allanzzz, oh, allan, 

may, god, give, 

strength… 

8431 slip anoth 

depress 

1 [slip, anoth, 

depress… 

9087 removsomebod

iels depress 

anxieti help 

emoji… 

1 [remov, somebodi, 

els, depress, anxieti, 

help… 

4967 britneyfr 

regular tri find 

food noth new 

0 [britneyfr, regular, 

tri, find, food, noth, 

new] 

3.2.3. Normalization 

Correct processing must be applied to words that appear 

different due to case or are written in a different way but 

possess same meaning. Processes of normalization 

guarantee that all these phrases are treated similarly. For 

instance, changing the case of all text or transforming 

numerals to their word equivalents. A text can be made 

clean by using normalization to reduce the amount of 

unique token, eliminate variances, and get rid of 

extraneous information. Lemmatization and Stemming are 

the two often used techniques for normalizing the text. 

3.2.4. Stemming 

The method for removing inflationary forms from a given 

token in a simple rule based one. The result of the error is a 

word’s stem. For instance, after stemming, the words like 

laughing, laughed, laughs and laugh all form laugh.  

3.2.5. Lemmatization 

In this work, the lemmatization method from the Gensim 

package, which handles lower case, numeric elimination, 

self-contained commas, special characters, and 

punctuation, was used.  

When we consider a corpus W that consists of pre-

processed words through stemming forms a list as [41]. 

W = {word1, word2, word3………,wordk} 

This list is created in such a manner that the occurrence of 

every word is only one times, in such a manner (1). 

                            𝑤𝑜𝑟𝑑𝑚  ≠  𝑤𝑜𝑟𝑑𝑛  𝑓𝑜𝑟 𝑚

≠ 𝑛                   (1) 

For the data that consists of processed text in the form of 

dictionary documents in (2), 

                   𝐷 = {𝐷1, 𝐷2, … … … . , 𝐷𝑝 }                          (2) 
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Hence for dictionary ⅅ, we formed an induced corpus as in 

(3): 

                   𝑊 = 𝑢𝑛𝑖𝑞𝑢𝑒 (⋃ 𝐷𝑚

𝑝

𝑚=1

)                           (3) 

where "unique" function implies that repeated terms are eli

minated, resulting in a union  of texts as a dictionary. 

Table 4. Cleaned Text after Preprocessing.  

  Message to examine Is_suici

de 

Clean_message 

0 106 just had a real good 

moment I misssssss hi.. 

0 real good moment 

missssss much 

1 217 is reading manga 

http://plurk.com/p/mzp

1 

0 read manga 

2 220 @comeagainjen 

http://twitpic.com/2y2l

x 

0 comeagainjen 

3 288 @lapcat Need to 

send’em to my 

accountant tomo… 

0 Lapcat need send 

em account 

tomorrow 

4 540 ADD ME ON MY 

SPACE!!! 

myspace.com/LookTh

under 

0 add 

myspacmyspaceco

mlookthun 

After text preprocessing, we have a collection of p 

documents and dictionary of k words. Creating a term-

document matrix X ∈  ℝnxp listed as in (4). 

 xij = total wordi occurence in Dj   1 ≤ i ≤ n , 1 ≤ j

≤ p       (4) 

This is how all terms are stored in numerical vector form 

as matrix in (5), 

  X = [ x(1) x(2 )   … … … . . x(p )  ]    xj  ∈  ℕn               (5) 

Where, single document is represented by x(j). 

3.3. Feature Extraction 

The selection of features for machine learning model 

should only include those that are essential. The efficiency 

of the model may be harmed by choosing irrelevant 

features. The process of feature selection aids in the 

elimination of redundant and pointless characteristics that 

do not improve the model’s overall performance [42], [43]. 

The primary premise is that related words should have near 

values in numerical vectors representing them if their 

contexts are similar. The king-queen relationship is 

frequently used to define this concept in (6). 

               vking − vman 

≈  vqueen −  vwoman                       (6) 

where vf is the vector representing token t.  

The unidentified keyword being searched for thus meets 

the following relation thanks to effective word embedding 

as (7) or (8) below. 

                vunknown − vcomplex  

≈  vx  −  vreal                   (7) 

or similarly, 

  vunknown =  vx + ( vcomplex − vreal)                (8) 

In order to find the unknown term, one must locate the 

vectors that are closest to the real vector and then get 

words that correspond to those vectors. The unidentified 

phrase should ideally be the top match or at least one of the 

below few matches with good embedding. Using word 

embeddings models as word2vec, GloVe and Fasttext 

vectors are created in this study that displays closed word 

found in the dataset as shown below in Fig. 3. 

 

 

 

 

 

(a) 

(a) 

 

 

 

 

 

(b) 
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(c) 

Fig. 3.  Vector creation using three different word 

embedding techniques (a) Word2Vec (b) GloVe and (c) 

Fasttext. 

4. Proposed Stacked Ensemble Algorithm 

To enhance the generalization and predictions, ensemble 

learning integrates the results of individual models. A 

singular model trained on biased data is less likely to be 

used when using ensemble approaches, which lessen the 

chance of miss representation by merging numerous 

models [24]. Unlike ensemble methods, which may carry 

out random seed with varying start points with fewer 

computer resources, most training methods search locally 

for a solution which in turn confines the best answer [45-

47]. 

 

The process of Ensemble Learning in mathematical terms 

looks like as (9): 

 Ensemble(D, M, R, A)

= 𝑆(∑ I(D, Mn, R, A))                   (9)

𝑛

1

 

where, n stands for number of models; S for Stacked 

model; I for Individual model; D stands for data; M for 

Models; R for Results and A for Analysis.  

 

Basically, the stacked ensemble approach follows the basic 

steps are: 

1) The dataset D = (xi,yi) where i = 1 to n is split into 

the training set Da & the test set Db. Here, xi represents 

the ith sample's feature vector, yi represents 

its predicted value, and n represents the dataset’s 

sample size.  

2) Using the training dataset that the first layer selects, the 

L model base learners train the model. L base students 

and trains the first layer model using cross validation 

CV. The dataset in (10) as; 

                Cs =

yi, p1,i, p2,i, p3,i … . . pL,i                            (10)  

is obtained by combination with yi, where 

i=1,2,.....n/m.  

The feature vector xi in the test set is used to determine 

the predicted value for each sample.  

Let                S =

z1, z2 … . . zN/M                                      (11) 

Equation (3) is second layer meta-input learner data. 

The Meta learner is then fed with the K predicts results 

obtained from the experiment set training along with 

the average expected of such K prediction model in the 

test set. 

3) To obtain the final prediction, Meta-learner predicts the 

first layer’s input data. The base learner's prediction 

mistakes are corrected by the Meta-model, and to avoid 

over fitting, the whole set of data is only used once 

during the model training. The meta-training does not 

use any of the data items that the base classifier 

predicted. 

In this extended work of [49] & [50], stacked ensemble of 

four base classifiers as Support Vector (SVC), Random 

Forest (RFC), K-Nearest Neighbor (KNN) and Catboost 

classifier (CBC) are used with a Meta classifier as Logistic 

Regression (LR). SVC, RFC, KNN, and CBC are just few 

of the four widely used predictors that are combined in this 

paper that proposed stacked ensemble learning approach. 

The expected value can then be expressed as at time t in 

(12) as, 

ŶEnsemble(t) = ŶSVC(t) + ŶRFC(t) + ŶKNN(t)

+ ŶCBC(t)      (12)   

Where,   t = 1,2, … m. 

To improve the efficiency of our model, predictions from 

base classifiers are then stacked to create ensemble model 

[48]. It performs stratified folding with 10-fold CV which 

is then tuned with Meta classifier over some parameters to 

get improved accuracy as explained in Algorithm 1 for 

ensemble modeling approach. 
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Algorithm 1 

Step1: Select the dataset from Kaggle source as Sentiment Analysis for Tweets. 

Step2: Divide the dataset into training and testing dataset. 

Step3: Perform Text preprocessing and feature extraction algorithms to get cleaned text. 

Step4: Divide training sets into n-folds by using RepeatedStratified10Fold. First fold, which would be n-1, 

has now been fitted to the base learners as SVC, RFC,    KNN and CBC, and it will now generate 

prediction for the nth fold. 

ŶEnsemble(t) = ŶSVC(t) + ŶRFC(t) + ŶKNN(t) + ŶCBC(t) 

Step5: The x1 train list is updated with the prediction given in the previous phase. 

Step6: Steps 2 and 3 should be repeated for the remaining n-1folds to get an array of size n called x1 train. 

Step7: The model has now been trained on all n parts and can now predict the results of the sample data. 

Step8: Include prediction in the y1 test list. 

Step9: By using Models two and three for training, respectively, we may determine x2 train, y2 test, x3 

train, and y3 test to obtain Level 2 predictions. 

Step10: Now, learn the Meta model using level 1 prediction. The model will use these predictions as 

features. 

Step11: Finally, predictions on testing data in the stacked model may now be made using meta learner as 

Logistic Regression. 

Step12: Classification of tweets as final output with improved accuracy scores. 

5. Results and Discussion 

On a selected dataset, the stack-based ensemble 

classification model as shown in Fig. 1 is used. This hybrid 

model based on stack-based ensemble of SVC, RFC, KNN 

and CBC as base classifier is created using LR Meta 

learners. The proposed model shows improved accuracy 

scores with hybrid stacked ensemble model over three-

word embeddings as shown in Fig.4. The graphical 

representation of performance analysis bases on execution 

time is also shown in Fig. 5. In addition, the proposed 

study is superior to existing literature with improved 

accuracy scores can be shown in Table 5 and 6 below.  

The proposed hybrid model comprising an ensemble of 

four base learners with LR Meta learners provide better 

sustainable improved accuracy of 0.984817 with 

word2Vec, 0.996134 with GloVe and 0.980570 with 

Fasttext word embedding models. The  

 

 

individual scores for all base models are well explained 

and comparison is then discussed in Table 5. When 

compared to individual machine learning methods, 

ensemble classifiers also outperformed them introducing 

stratified folding on stacked model to the feature set 

increases their performance for the sentiment analysis. 

Confusion matrix and RoC Curve for the proposed study 

are mentioned in Fig. 6 and 7 respectively. It states that 

proposed model calculates better results with GloVe 

embedding rather than other two opted in this study.  

The performance time is also evaluated during the study. It 

is also noticed that execution time is higher for proposed 

stacked ensemble classifier model as compared to four 

single machine learning classifiers. Hybrid stacked model 

took more time to perform but producing improved results 

as compared to single machine learning approach. This 

study also calculates the metric evaluation scores as 

discussed in Table 7 in terms of precision, recall, and F1-

scores. 

 

Table 5. Comparison of accuracies for all embeddings of proposed model over standalone learning models. 

Model Classifier Word2Vec GloVe FastText 

SVC 0.979709 0.992328 0.974957 

RFC 0. 958296 0. 990606 0. 961481 

KNN 0. 973559 0. 963113 0. 94788 
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CBC 0. 975322 0. 995153 0. 979749 

Proposed Stacked 

Model 

0. 984817 0. 996134 0. 98057 

  Table 6. Performance Comparison of the proposed ensemble model with the existing literature cited in this study. 

 

Research Total Users Dataset Approach Accuracy (%) 

Na et al. (2020) 6588 Korea Users Machine Learning 86.20 

Sau and Bhakta(2017) 520 Geriatric patient Random Forest  89 

Hatton et al. (2019) 284 Geriatric patient XGBoost 74 

Jiménez- Serrano et al. 

(2015) 

1397 Postpartum period 

mums 

Naive Bayes 79 

Wang and Li  (2019) 400 Mammograms breast 

images 

CNN and ELM  86.5 

Sri (2020) 303 Cleveland heart Voting Ensemble 90 

Jaymin Patel(2017) 303 Cleveland heart J48, RF and LR 56.76 

RinkiChhaterjee (2021) 7146 Facebook Naive Bayes 76.6 

Alsagri and Ykhlef 

(2020) 

500 Twitter SVM-L 82 

Proposed Stacked 

Ensemble (2024) 

10308 Twitter Ensemble 

Learning  

99.6 

 

 

Fig. 4.  Graphical representation of accuracy scores of proposed work. 

 

Fig. 5.  Comparison based on the execution time for standalone models and stacked ensemble model. 

   

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(18s), 259–272 |  269 

Table 7. Metric Calculation for proposed model in terms of Precision, Recall and F1 score for both the classes. 

  Precision Recall F1 Score 

Word 2Vec Class 0 0.835 1.0 0.9105 

Class 1 1.0 0.4108 0.5824 

GloVe Class 0 0.75 1.0 0.8572 

Class 1 0.0 0.0 0.0 

Fasttext Class 0 0.75 1.0 0.8571 

Class 1 0.0 0.0 0.0 

 

 

(a) 

 

 (b)  

 

(c) 

 

  Fig. 6. Confusion Matrix for the proposed model with (a) Word2vec, (b) GloVe and (c) Fasttext embeddings. 

 

(a) 

    

(b) 

 

(c) 

  Fig. 7. RoC Curve of the proposed stacked ensemble model with (a) Word2Vec, (b) GloVe and (c) Fasttext 

embedding methods. 

 

Hence, when we apply sentiment analysis with this 

proposed approach for classification of posted content on 

such social media platform, this proposed ensemble model 

correctly classified tweets as positive or negative activity 

on the web that helps in assisting any type of neurological 

disorder. 

6. Conclusion and Future Work 

Depression, a neurological disorder can develop in a 

person for a variety of reasons. First, a dataset of 10308 

participants has been conducted to screen for early 

identification of neurological disorder over social 

networking profiles that affects human psychological 

resilience. The aim of this research was to identify 

neurological disorder as depression over tweets using 

hybrid stacked ensemble learning classifiers. The stacked 

classifier with the stratified folding cross validation 

strategy is better model to predict disorder among the 

social identity, as shown by the 

results of the chosen algorithms considered in this study. It 

is clearly noted that proposed stacked ensemble model 

achieved higher accuracy over all single models for all the 

chosen word embeddings; Word2Vec, GloVe and Fasttext 

as 98.4%, 99.6% and 98.05% respectively. Hence, our 

proposed stacked ensemble model outperforms over 

traditional ML models. 

This work can be extended to various embedding models 

over other classifiers with huge dataset as compared to 

chosen in this study. Additionally, the proposed model can 

be trained using image sentiment classification as a future 

direction. 
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