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Abstract: Deep learning models are used for improving the performance of many applications such as image processing, natural language 

processing, video processing, human-computer interaction (HCI), etc. Commercially available HCI systems such as Apple Siri, Microsoft 

Cortana, and Alexa incorporate deep learning models to enhance their system performance.  One of the tasks of HCI is to classify user 

utterance to a predefined domain-specific slot such as a request for food, area, etc. This task is accompanied by the spoken language 

understanding (SLU) unit of HCI. The deep learning model in SLU classifies user utterance to understand the user’s intention. The 

performance of the classification learning model depends upon the quality of the input feature matrix. These feature matrices for SLU are 

high dimensional and each feature is not on the same scale. Thus, there is no equal contribution from each feature. Therefore, there is a 

need for applying to feature normalizing techniques to give equal weights to each feature and enhance the classification task in the SLU 

model. Feature quality in SLU can be improved by pre-processing techniques such as feature normalization, and it will aid to improve the 

user utterance classification of SLU. The work in this paper investigates the impact of feature normalization techniques on SLU 

performance for the classification task. The feature normalization techniques investigated for SLU are Z-score, mean-centered, variable 

stability scaling, min-max normalization, max normalization, decimal scaling normalization, tanh-based normalization, and sigmoidal 

normalization. The experimentation was done on a publicly available WOZ 2.0 dataset. The feature normalization methods which were 

more effective in reducing classification error are Z-score and min-max normalization techniques. The less effective techniques in reducing 

classification errors are decimal scaling, scaling, and log normalization. can result in a page being rejected by search engines. Ensure that 

your abstract reads well and is grammatically correct.   
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1. Introduction 

Normalization is a pre-processing technique applied to 

many applications. Normalization, in particular, improves 

the predictive property of the model. Park et al. in paper [1] 

applied normalization for microarray data. The intensity-

based normalization was effective for microarray datasets. 

In paper [2], a new normalization technique is proposed for 

financial forecasting data. The proposed normalization 

which is known as advanced on min-max outperforms the 

decimal and min-max normalization. Reinhold et al. in the 

research work [3], experimented with normalization on 

image data. The results showed that it had improved the 

image synthesis results. Normalization is also applied to 

signal processing applications [4]. In another work, 

normalization is applied to electroencephalograph data [5]. 

It has improved the performance of the classification task of 

the brain-computer interface. In paper [6] normalization was 

used for gene dataset. The research work in the paper 

investigated normalization for microbiome sequencing 

datasets [7]. This work displayed good detection capability. 

Pre-processing normalization aids to improvement in 

performance in an application such as health record data [8], 

speaker verification [9], and smoke detection [10]. The 

work in the paper investigates effective normalization 

techniques to improve the classification task of SLU. 

The learning models are incorporated in many applications, 

such as computer-based simulation purposes [11]. In 

another application Recurrent Neural Network (RNN) for 

disease prediction. Annamalai et al. in their paper [12], 

incorporated a belief network for face recognition. Thus, 

machine learning aided the performance of many 

applications. 

 This work investigates to are Z-score, mean cantered, 

Variable Stability Scaling, Min-Max Normalization, Max 

Normalization, Decimal Scaling Normalization, Tanh 

Based Normalization, and Sigmoidal Normalization 

standardize features in SLU. The objective of work in the 

paper is as follow: 

1)  To enhance the performance of SLU for the classification 

task by normalizing features. 

2) To investigate six feature normalization techniques from 
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machine learning to enhance the performance of SLU. 

3) To analyze the impact of feature normalization 

techniques on SLU performance. 

2. Background 

2.1. Spoken Language Understanding  

Celikyilmaz et al., in their research work [13], used the 

conditional random field (CRF) technique for SLU. CRF 

technique leads to improvement of the F-Score then baseline 

model. In this paper, learning models are used for sequence 

tagging. The model presented in paper [14], a technique for 

Non-Sentential Utterances(NSU) classification is proposed. 

Semi-Supervised learning techniques and additional 

features are used for NSU classification. A common issue in 

predicting those classes is that the parallelism with their 

antecedent is almost entirely at the semantic level. In this 

paper, machine learning is used for NSU classification. 

Sarikaya et al. presented a deep learning network for natural 

language understanding [15]. Deep Bayesian network 

(DBN) in this work first learns from unlabelled data and the 

feature discovered by this model is provided input to the 

feed-forward neural network. Future work is proposed to 

extend DBN for slot detection and entity tagging in SLU. In 

paper [16 ] learning model is used to extract features from 

unlabelled data. 

Macherey et al. presented a statistical translation method for 

natural language understanding [17]. In this paper, natural 

language understanding is described as a translation 

problem. The results demonstrate that the ME-based 

approach outperforms the source channel-based approach. 

In the paper, the learning model is used for SMT. In article 

[18] a deep learning architecture for semantic decoder 

component of SDS. The future scope proposed is to extend 

these techniques to multi-domain. In this paper, machine 

learning is used for semantic representation. Henderson, in 

his thesis [19], used discriminative techniques for SLU. The 

future scope of the thesis is to use an active learning 

algorithm for labeling data and replace the decoder with the 

word tracking system. In this thesis, learning is for semantic 

representation. Celikyilmaz et al. in paper [20] has 

presented a model that addresses both problems by using 

semi-supervised learning. The author proposes an entire 

history of conversation for semantic tagging. This semantic 

model is used for Semantic tagging and using this method 

domain adaptation performance was also improved. SLU 

task involves extracting information from a spoken query. 

In another research work [21] learning model is used for slot 

filling  

2.2. Techniques for Feature normalization: 

Feature normalization is a pre-processing procedure that 

scales the features to the new range or changes the features. 

This task is important for equal contribution from each 

feature. Normalization techniques can be applied to features 

to enhance model performance. Normalization methods 

apply scaling and transformation techniques. 

 Normalization techniques that apply to scale are min-max 

normalization, mean center, z–score Pareto scaling, and 

max normalization [22][23][24]. This technique scales the 

features to a predefined range. In paper [25], three 

normalization techniques have been experimented with 

using the decision tree model. The methodology used in the 

paper is to experiment with decimal, z score, and min-max 

normalization for different training data. The result 

displayed the highest accuracy and less growing time for the 

decision tree with a min-max algorithm. Berg et al. applied 

the normalization technique to biological data [26]. The 

proper selection of data pre-processing techniques has an 

impact on biological data. Normalization techniques that 

apply transformation are power transform, tanh, and 

sigmoidal normalization [27][28][29]. 

3. Proposed Methodology 

Feature normalization assigns equal contribution from each 

feature attribute. This enhances the prediction capability of 

the model—the work extent these feature normalization 

techniques to improve the classification task of SLU. The 

three-input feature vector representing slot value pair, user 

utterance, and earlier conversation is first input to the 

normalization unit. Normalization will give an equal 

attribute to each feature. The normalized feature vector is 

fed to convolution layers. Feature vector representing user 

utterance and slot value pair is fed to sematic decoder. It will 

map user utterance to a semantic form. The output of the 

semantic decoder is combined with context to generate a 

summary. The next classifier will classify the user into a slot 

value pair 

 

Fig. 1 Proposed methodology for SLU with 

normalization 

The experiment is performed on the WOZ dataset. The 

normalization techniques that are investigated are Z-score, 
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mean-centered, variable stability scaling, min-max 

normalization, max normalization, decimal scaling 

normalization, tanh-based normalization, and sigmoidal 

normalization. The evaluation parameter for 

experimentation is F score, precision, recall, detection rate, 

and accuracy. First, the WOZ dataset, which consists of 00 

training dialogues, was used for training and validation. The 

experiment was conducted for the slot area. Then testing 

was done for the slot area with 200 dialogues. All evaluation 

parameters were calculated. The learning curve for the area 

slot was obtained for a different number of dialogues in the 

training set. Next same experimentation was repeated for the 

price range and food slot. 

Feature normalization assigns equal contribution from each 

feature attribute. This enhances the prediction capability of 

the model—the work extent these feature normalization 

techniques to improve the classification task of SLU. The 

three-input feature vector representing slot value pair, user 

utterance, and earlier conversation is first input to the 

normalization unit. Normalization will give an equal 

attribute to each feature. The normalized feature vector is 

fed to convolution layers. Feature vector representing user 

utterance and slot value pair is fed to sematic decoder. It will 

map user utterance to a semantic form. The output of the 

semantic decoder is combined with context to generate a 

summary. The next classifier will classify the user into a slot 

value pair. 

4. Results and Discussion: 

A normalization experiment was conducted on WOZ 2.0 

dataset on the baseline model proposed in the paper [30]. 

The evaluation parameters are F score, precision, recall, 

detection rate, and accuracy. The experimentation was done 

for the area, price, and food slot. 

Precision: 

Table 1 shows the precision values for SLU with and 

without feature normalization. The precision for slot area 

and price is improved with feature normalization. 

Table 1. Precision for SLU 

Sr. 

No 

Normalization  

Method for 

SLU 

Precision 

for slot 

area 

Precision 

 for  

slot price 

1 SLU without 

normalization 

0.992 0.988 

2 Z-score 

normalization 

0.995 0.988 

3 Tanh based 

normalization 

0.998 0.982 

4 Sigmoidal 

normalization 

0.996 0.982 

5 Min-max 

normalization 

0.996 0.989 

6 Log 0.995 0.99 

7 Decimal 

Scaling 

normalization 

1 0.988 

8 Scaling 

normalization 

0.998 0.993 

9 Mean 

Cantered 

normalization 

0.989 0.983 

10 Max norm 

normalization 

0.995 0.982 

 

Recall: 

Table 2 shows the recall values for SLU with and without 

feature normalization. The recall for slot area and price is 

better with feature normalization 

Table 2. Recall for  SLU 

Sr. 

No 

Normalization  

Method for 

SLU 

Recall 

For 

Area 

slot 

Recall 

For 

Price 

Slot 

1 SLU without 

normalization 

0.900 0.94 

2 Z-score 

normalization 

0.955 0.952 

3 Tanh based 

normalization 

0.952 0.961 

4 Sigmoidal 

normalization 

0.916 0.947 

5 Min-max 

normalization 

0.995 0.953 

6 Log 0.956 0.93 
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7 Decimal 

Scaling 

normalization 

0.936 0.933 

8 Scaling 

normalization 

0.916 0.874 

9 Mean 

Centered 

normalization 

0.942 0.958 

10 Max norm 

normalization 

0.954 0.958 

Classification error rate: 

Table 3 shows the classification error for SLU with and 

without feature normalization. The classification error for 

slot area and price is reduced with feature normalization. 

The set of feature normalization techniques that reduced the 

classification error significantly are Z-score, max-min, and 

normalization. The set of feature normalization in which 

classification error was not reduced are decimal scale, 

scaling, and log normalization. 

5. Conclusion: 

HCI systems are a widely used system where users can 

interact with the computer. It is important to understand the 

user’s motive. SLU assists the HCI system to understand the 

user’s motive. SLU performs this task by classifying user 

utterance to predefined slots such as area, food, and price, 

etc. Thus, the performance of SLU depends majorly on the 

classification model. The classification model is influenced 

by the input feature matrix dimension and range of values. 

Therefore, normalization can be applied to scale or 

transform feature vectors so that they contribute equally. 

This work in the paper investigated feature normalization 

methods for SLU. The investigation had two important 

findings. The first finding is that the SLU classification task 

is improved by feature normalization. The second finding is 

that the classification error rate is reduced by feature 

normalization. The most effective method for reducing 

classification errors are Z-score normalization and min-max 

normalization. The less effective methods for reducing 

classification errors are decimal scaling, scaling, and log 

normalization. 
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