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Abstract: In the realm of facial recognition, accurate reconstruction of three-dimensional (3D) facial structures plays a vital role in various 

applications such as verification, biometrics, and forensic investigation. Existing models depend on the availability of labeled data for 

effectively reconstructing facial images. However, it is challenging to obtain labeled datasets which provide a diverse set of facial images 

with 3D face geometry. As a result, most of the research works develop synthetic data using morphable facial images. This research paper 

presents a novel approach to enhance 3D facial reconstruction by implementing Dual UNet architecture with Projected Normalized 

Coordinate Code (PNCC) and Depth Filtering Fine-Tuning (DFFT). The proposed methodology leverages the semantic segmentation and 

feature extraction abilities of Dual UNet framework in order to obtain color and depth information. This information is used to understand 

facial geometry and texture which significantly helps in the reconstruction of facial images. The PNCC used in this research enhances the 

capacity of the Dual UNet model to represent the nonlinear relationships within facial features. In addition, the PNCC with DFFT helps in 

modelling complex facial expressions, and thereby improves the reliability of 3D facial reconstruction. Experimental results demonstrate 

that the reconstruction of 3D face shapes with geometry details from only a single input image can efficiently be performed using the 

proposed approach. 

Keywords: 3D Facial Reconstruction, Plane Normalized Coordinate Cross-Correlation, Depth Filtering Fine-Tuning, Dual UNet, Face 

Shapes 

1. Introduction 

The field of computer vision has witnessed remarkable 

advancements over the years. One such advancement is 

facial reconstruction which plays a pivotal role in various 

applications spanning from animation and virtual reality 

(Thies et al., 2016a) [1] (Chen et al., 2018) [2] (You et al., 

2021) [3] to biometric security and medical imaging (Wang 

& Zhang, 2023) [4]. Human faces exhibit numerous 

nuanced features and expressions that act as a medium for 

interpersonal communication. In the digital era, there is a 

great demand for constructing three-dimensional (3D) facial 

models with high accuracy and precision (Zollhöfer et al., 

2018) [5]. 3D facial reconstruction is one of the prominent 

tools to precisely analyze the facial attributes which 

effectively helps the research community (Tarassoli et al., 

2020) [6]. Various techniques have been introduced to 

interpret facial attributes such as face animation (Ichim et 

al., 2015) [7] (Thies et al., 2016b) [8] and morphable models 

(Tran et al., 2019) [9] (Tewari et al., 2021) [10]. However, 

these techniques are affected by different factors such as 

varying facial expressions, poor illumination, and position 

of the facial images. These factors affect the reliability of 

the reconstruction process. Hence, developing an automatic 

model for 3D face reconstruction is still a challenging task 

which needs to be addressed. Recently various research 

works have attempted to address the challenges related to 

facial reconstruction using a single image (Deng et al., 

2019) [11] (Jiang et al., 2018) [12]. Most of the works have 

used model-based 3D face encoding (Tewari et al., 2018) 

[13] for different models such as 3D morphable model 

(3DMM) (Booth et al., 2018) [14] and Face Warehouse 

(Cao et al., 2014) [15]. However, the works that employ 

these models use shade in most of the image data and 

highlights the data to stabilize the 3DMM models. On the 

other hand, certain works have also used shape from shading 

(SFS) technique (Abada & Aouat, 2016) [16] which 

increases the problems related to the recovery of 3D shapes 

from shading variety. Fundamentally, SFS based techniques 

use the similarities observed in frivolous 3D facial models 

as a reference which are not effective in reconstructing 3D 

facial images. A convolutional neural network (CNN) is 

employed in (Richardson et al., 2017) [17] for 

reconstructing 3D facial images from a single image. The 

CNN model was used to reconstruct facial images by 

considering all details present within a single image. 

Although neural network models are effective in 

reconstructing 3D faces from a single image, there are 

certain drawbacks. Firstly, model-based techniques rely on 

the pre-defined data and hence are not suitable if the facial 

images are characterized with wider margins wherein the 

wrinkles and folds in the images are not properly encoded 

due to low dimensions. Shading based approaches can 

recreate facial points based on the shading cues. But these 
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approaches require a larger number of labeled data which 

are not easily available.  

This research intends to address these drawbacks by 

developing a novel approach which can reconstruct 3D 

facial images from a single image. The main aim of this 

work is to assist in the forensic investigation process which 

majorly depends on facial images as evidence. The main 

contributions of this research are outlined in the points 

below. 

●A novel Dual Net architecture is presented in this research 

for an effective reconstruction of 3D facial images. The 

proposed framework can capture the nonlinear relationships 

within different facial features which is critical in the 

reconstruction process. 

●The Dual Net model is combined with PNCC technique 

for extracting complex facial expressions and enhancing the 

performance of the facial reconstruction model. In addition, 

the DFFT normalizes the depth of the channel and the 

filtering techniques enhance the quality of the depth map 

thereby improving the accuracy of the reconstructed 3D 

face.  

●The contrast of the images is enhanced using a CLAHE 

technique which improves the quality by preventing over-

amplification of noise in different image areas. 

●The performance of the facial reconstruction model is 

quantitatively determined using evaluation metrics such as 

MAE, MSE, RMSE, Z Score, depth resolution, Skewness 

etc. 

The remaining sections of the paper are structured as 

follows: Section 2 reviews various related works done for 

facial image reconstruction. Section 3 briefs the design and 

implementation of the Dual UNet model for 3D facial 

reconstruction and Section 4 discusses the results of the 

experimental analysis. Section 5 outlines the conclusion of 

the paper with key findings and future scope. 

2. Related Works 

Reconstruction of 3D facial images from single images is 

the most appealing topic of research in recent times. A large 

number of techniques have been introduced to solve the 

issues related to facial reconstruction. Initially, parametric 

techniques were used to represent the shape of the faces 

which are directly obtained from SKSS14, AMN19, 

AMAC17 (Rotger Moll et al., 2019) [18] or other existing 

datasets. For reconstructing faces using RGB images few 

works have employed specific templates. But the 

effectiveness of these works are affected due to the 

variations in the shape and size of the face images. In 

addition, human faces change with age and factors such as 

wrinkles, fine lines etc increase the complications and 

conventional techniques fail to capture these intricate details 

(Zhao & Qi, 2022) [19]. To address this drawback, (Yang et 

al., 2021) [20] proposed a photo-to-sketch based approach 

for obtaining training data to train the model for 

reconstruction from images and sketches. Furthermore, a 

unique loss function is incorporated in this study for refining 

the characteristics of the images. In comparison to other 

models, the proposed framework performs well in terms of 

reconstructing the images from the sketches.  

The authors in (Tu et al., 2020) [21] worked to address the 

challenges related to the adoption of 3DMM by proposing 

an advanced 2D-based self-supervised learning (2DASL) 

method which uses two dimensional images with landmark 

data for improving the learning ability of the 2DASL for 

reconstruction. It was observed from the experimental 

outcome that this model achieved excellent performance in 

terms of 3D reconstruction and facial alignment. The 

emergence of deep learning (DL) has opened up a lot of new 

opportunities for the researchers to explore the facial 

reconstruction process. The application of deep neural 

networks (DNN) is discussed in (Dou et al., 2017) [22]. The 

DNN framework is used for reconstructing facial images 

from end to end using a single image. The architecture of 

DNN is combined with CNN for improving the 

reconstruction of facial expressions. Results validate the 

superiority of the DNN model. A voxel-based approach for 

facial reconstruction is presented in (Sharma & Kumar, 

2020) [23] using DL. This framework utilized the 

variational auto encoders and BiLSTM for training the 

model for accurately reconstructing 3D facial images. A 

neural network model is proposed in (Chen et al., 2023) [24] 

along with an optimization algorithm known as simulated 

annealing (SA). The SA algorithm is used for extracting 

relevant features from the data along with labeling facial 

features and reconstruction of 3D images. The inclusion of 

SA significantly improved the performance of the DL model 

and it can be inferred that DL models provide highly 

accurate results and can effectively address the drawbacks 

of conventional techniques (Sharma & Kumar, 2022) [25]. 

Motivated by this aspect, this research employs a Dual UNet 

architecture for achieving accurate 3D facial reconstruction. 

3. Proposed Research Methodology 

The preliminary aim of this research is to understand the 

facial geometry from the 2D image and reconstruct 3D 

facial images. For this, this research deploys a Dual UNet 

architecture which accurately represents the facial features 

by concatenating all the coordinates of the 3D faces. The 

stages involved in the proposed approach are shown in 

figure 1 and are discussed in the below subsections: 

3.1. Data Preparation 

The facial images collected from the input are prepared for 

reconstruction by converting the color space of the image 

from BGR (Blue, Green, Red) to RGB (Red, Green, Blue). 

Further, the RGB color images are converted into grayscale 
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wherein all images are in different shades of grey. Face 

detection is performed on the grayscale images since it is 

effective and exhibits better results. In this research, a pre-

trained Haar Cascade classifier is used for detecting frontal 

faces. The Haar cascade classifier incorporates the ability of 

machine learning which is trained to detect faces from the 

images. The classifier uses a multiscale function for 

detecting faces from the grayscale images. Since the facial 

images obtained from the datasets are in varying sizes and 

orientations, they are resized or scaled using a scaling factor. 

The scaling factor plays a crucial role in the facial 

reconstruction process since it allows for a finer-grained 

scale detection. In this work, a scaling factor of 1.3 is used 

for face detection. The faces are identified by drawing a 

rectangle around the detected face. 

3.2. Facial key-point detection using fast feature 

technique 

A fast feature technique is employed for accurately 

identifying different facial key points such as eyes, nose, etc 

from the images. This technique leverages the advantage of 

image processing techniques such as quality enhancement, 

image smoothening, filtering, and background removal.  

 

Fig 2: Average smoothened image 

 

Fig 1: Flow of the proposed approach 

Initially, a 2D filter is applied to the images which performs 

2D convolution operation on the facial images using 

kernels. The convolution operation applies a sliding kernel 

matrix to the input image and multiplies the values of 

overlapping pixels and aggregates the results. The 

convolution operation is also used in performing different 

actions such as blurring, sharpening, and edge detection. 

Further, a median blur operation is applied to smoothen the 

images using a median filter. In this process, the pixel values 

are replaced with the median value of the pixels. In this way, 

the noise in the image is reduced while preserving the edges. 

The smoothened image is shown in figure 2. 

In the smoothening process, the BGR images are converted 

into LAB color space which distinguishes luminance (L), 

chrominance A (a), and chrominance B (b) components. The 

quality of the images are enhanced using a CLAHE (Contrast 

Limited Adaptive Histogram Equalization) technique. 

CLAHE technique enhances the contrast and improves the 

visualization of the image features especially when the 

images have non-uniform illumination. This technique 

applies a histogram equalization process to the image areas 

where some regions are too bright or dark and thereby limits 

the noise amplification and prevents over saturation of bright 

areas.  

 

Fig 3: Facial Key point detection using Fast Feature 

Technique 

Further, the images are subjected for background removal 

wherein the background from the facial images are removed 

in order to obtain a clearer representation of the face. A 

Canny Edge Detection (CED) technique is applied to the 

pre-processed image to identify the boundaries of the faces 

from the images and the features are detected using a corner 

detection approach. The corner coordinates of the images 

are identified and an overall 68 coordinates are identified in 

this work. The obtained coordinates for all images are stored 

in the local directory and are used to represent the original 

image using a Matplotlib function which visualizes the 

image with all detected corners and contours as shown in 

figure 3.  

3.3. 3D Volumetric Face Reconstruction using Dual 

UNET Model 

The Dual UNet is a neural network architecture which 

consists of two UNets into a single model for performing 

complex tasks. The UNet is a type of CNN with “U” shaped 

architecture that consists of an encoding path and a decoding 
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path. In this architecture, the encoding path captures the 

information about facial features through a series of 

convolutional and pooling layers. This information is used 

by the decoding path to generate the output. The two UNets 

incorporated in the architecture are trained to work 

simultaneously for improving the quality and accuracy of the 

3D facial reconstruction process. Dual UNet is mainly 

selected because of its ability to enhance the quality of 

images even during occlusions and presence of noise and to 

extract complex facial features from the image.  

In this research, convolutional and deconvolutional blocks 

are used for constructing the U-Net architecture. These 

blocks perform convolutional operations using a ReLU 

activation function and normalization using a batch 

normalization technique. Further, a transposed convolution 

and deconvolution for up sampling and down sampling 

purposes. 

The convolutional block function uses the Leaky ReLU 

activation function followed by a 2D convolutional layer and 

BatchNorm2d layer. On the other hand, the deconvolutional 

block function consists of a ReLU activation followed by a 

2D transposed convolutional layer and BatchNorm2d layer 

in the U-Net architecture. For down sampling an encoder is 

used that consists of a series of convolutional blocks in order 

to reduce the spatial dimensions of the input. Each block 

reduces the spatial resolution through convolutional 

operations and increases the number of channels. For up 

sampling, a decoder is used that consists of a series of 

deconvolutional blocks to up sample the low-resolution 

feature maps to preserve prominent spatial information. The 

encoder and decoder are connected through skip connections 

which also helps in concatenating feature maps and thereby 

preserving the intricate and fine details during up sampling. 

The U-Net architecture uses a Dual U-Net class which 

combines two U-Nets for converting 2D images to 3D 

images. The constructor in the architecture initializes the 

Dual U-Net model which defines the 2D U-Net (Encoder) 

and the 2D U-Net (Decoder) using convolutional and 

deconvolutional blocks. The convolutional blocks 

(conv_down1 to conv_down8) are defined in the Encoder to 

down sample the input image, while the deconvolutional 

blocks (conv_up1  to  conv_up11) are defined in the Decoder 

to up sample the features back to the original size. The 

convolutional blocks (conv_9 to conv_11) perform final 2D 

convolutions to generate the final output feature maps. 

Mathematically x1 and x2 are defined as Input images (2D 

face images) and correspondingly y1 and y2 are the down-

sampled features of x1 and x2, z1 and z2- Up-sampled 

features of y1 and y2 are the concatenated output also 

defined as final concatenated output of the Dual UNet. A 

forward method is employed to define the forward pass of 

the Dual U-Net model which takes two inputs 

simultaneously. The 2D U-Net (Encoder) processes the input 

1 through the convolutional blocks, and the 2D U-Net 

(Decoder) up samples the features using deconvolutional 

blocks. The features obtained from both encoder and decoder 

are concatenated to generate final output feature maps. The 

input 2 is also processed independently using a different set 

of convolutional and deconvolutional blocks. The final 

output consists of the output feature maps from both the 2D 

and dual input branches, along with the concatenated output 

feature maps. Finally, the Dual U-Net architecture takes a 2D 

input image and its corresponding dual input image as inputs 

and performs both down sampling and up sampling 

operations using convolutional and deconvolutional blocks. 

The operation of the down sampling and up sampling process 

are mathematically defined as follows: 

Downsampling operations 

y1 = CB (x1)and y2 = CB (x2)…(1) 

y1 = L_ReLU (WConv1 ∗ x1 + bConv1)…(2) 

y2 = L_ReLU (WConv1 ∗ x2 + bConv1)…(3) 

where, CB is the convolutional block, L_ReLU is the Leaky 

rectified linear unit activation function, Wconv1 is the 

convolutional weight, bconv1 is the convolutional bias 

which also performs convolution. 

Up sampling operations 

The upsampling operations are performed using the 

parameters of the deconvolution block using Input: y1 and 

y2 and Output: z1 and z2 which are mathematically 

represented as follows: 

y2 = L_ReLU (WConv1 ∗ x2 + bConv1) ... (4)  

Z1 = ReLU (Wdeconv1 ∗ U (y1) + bdeconv1) … (5) 

Z2 = ReLU (Wdeconv1 ∗ U (y2) + bdeconv1)… (6) 

Where, deconv1 is the deconvolutional weight, b deconv1 

is the deconvolutional bias, ‘∗’ denotes deconvolution, U is 

the up sampling operation and is the rectified activation 

function. The outputs Z1 and Z2 are concatenated to 

generate the combined output as shown in equation 7. 

 CO = Concatenate (Z1, Z2)…. (7) 

Where, CO is the concatenated output.  

Few convolution blocks are added in addition to further 

process the concatenated features and for all the features, a 

forward pass (FP) is applied which is given as follows: 

FP (x_1,x_2 )=(CO y_1,y_2,z_1,z_2) …. (8) 

The output of the Dual U-Net model consists of the 2D and 

3D feature maps, which can be further used for facial 

reconstruction tasks. The architecture is highly appropriate 

for the applications which require two input images and 

produce a final combined output. The final images are 

adjusted and cropped using a crop and adjust function which 
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also helps in adjusting the size of the input image based on 

the specific bounding box. The bounding box can also be 

adjusted and crops the images according to the bounding 

box, increasing or decreasing the size based on the specific 

size.  

3.4. Estimate the 3D shape and texture of the face using 

a PNCC model  

PNCC is calculated using the Z-Buffer function, which 

takes as input the 3D vertex positions and the NCC texture 

(NCC). This operation effectively maps the NCC texture 

onto the 3D face model. For each visible point in the 

reconstructed 3D model of an object, the PNCC encodes its 

position as a 2D coordinate on the image plane. These 2D 

coordinates represent where each vertex would appear in the 

rendered image, allowing for easy visualization and analysis 

of the 3D structure in a two-dimensional context.This 

process enables the creation of a visually realistic 

representation of the 3D face model, with color information 

derived from the NCC texture and parameterized 

adjustments applied to account for facial identity and 

expression variations. 

3.5. Depth Filtering:  

A depth filtering technique is applied for normalizing the 

depth channels and a binary mask is created. This technique 

creates a normalized grid based on network results, and 

adjusts depth values, while handling invalid values in the 

depth data. The normalization and scaling are expressed as 

follows: 

imdepth = imdepth. astype(np. float64), netX

= imdepth[:,:,0]. (1.3674)/255 … (10) 

The depth values obtained from equation 10 are converted to 

float values and the X components are coordinates of the grid 

obtained in terms of depth and shape. 

X

= np. tile(np. linspace (−1,1, imdepthshape[1]) , (imdepthshape[0], 1) 

                                                                                             

…(11) 

The grids are normalized based on the values obtained from 

equation 12 and the depth surface is calculated as shown in 

equation 12. 

Zsurface = Z f, Zsurface[mask = = False]

= np. na … . . (12) 

Where NaN values are applied to mask the surface. Here, 

the threshold values are set to -10 and 10. The line filters the 

im_depth array by setting values to 0 where the depth values 

are less than -10 or greater than 10. The thresholding 

operation preferably removes small depth values that are 

within the specified range. Further the depth information 

and depth filtering. 

4. Results and Discussion 

The performance of the proposed approach is evaluated 

using a combined approach of DualUNet, PNCC, and depth 

filtering wherein the strengths of each technique is 

leveraged. A Matplotlib function is used to visualize the 

depth map in 3D wherein the input is an image and the 

surface is the depth map. This function uses shading to 

enhance the visualization, and the resulting 3D facial image 

is displayed as output as shown in figure 4. The PNCC 

visualized and depth filtered image are shown in figure 5. 

   

Fig.4. Enhanced PNCC and depth visualization techniques 

The appearance of the image can be controlled by 

calibrating the parameters such as elevation, azimuth, and 

stride. 

 

Fig.5. Resulting 3D facial image 

The performance of the proposed approach is also 

quantitatively analysed with respect to different statistical 

parameters as shown in table 1, 2, and 3. The performance 

of the model is tested for the 3DMM dataset, and 

AFLW2000 - 3D dataset [39]. Figure 6 and figure 7 

represent the qualitative analysis of the proposed work. 

Figure 7 depicts the sample set of images and the 3D 

reconstructed with texture details. 

 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(18s), 456–464 |  461 

 

 

Fig 6: Representation of 3D image in 2D format 

 

Sample Input Images  3D reconstruction 

with texture details 

 
 

  

  

Fig 7: Input and corresponding 3D reconstruction with 

texture details 

 

Table 1. Quantitative performance of the Dual U-Net 

model for the 3DMM and AFLW2000-3D dataset 

Dataset MAE MSE Depth 

Resolution 

Z Score Skewness 

3DMM 3.4560 16.2555 0.3477 1.4810e-

19 

1.12633 

AFLW2000-

3D 

3.4560 16.2371 0.1737 1.3511e-

19 

0.9538 

 

In addition, the performance is compared in terms of the 

statistical parameters which are illustrated in table 1,2 and 3 

In table 1 indicates that both datasets show relatively low 

MAE and MSE values, indicating good accuracy in depth 

prediction. The AFLW2000-3D dataset appears to have 

slightly better performance in terms of MAE and MSE 

compared to the 3DMM dataset. Depth resolution is higher 

for the 3DMM dataset, suggesting it provides more detailed 

depth predictions. Z scores are extremely low for both 

datasets, indicating excellent performance in matching the 

ground truth. Skewness values are close to 1 for both 

datasets, suggesting a slightly right-skewed distribution of 

errors, but overall, the distribution seems relatively 

symmetric. 

In table 2 the proposed Dual UNET model outperforms all 

other methods listed in terms of RMSE, with the lowest 

value of 1.61. SynergyNet[29] has the second-best 

performance with an RMSE of 1.87. 3DDFA-V2 [28] and 

2DASL [27] perform slightly worse with RMSE values of 

2.04 and 2.05, respectively. PRNet [26] has the highest 

RMSE among the listed methods with a value of 2.25. The 

analysis suggests that the proposed Dual UNET model 

exhibits superior performance compared to the other 

methods listed in terms of RMSE. 

Table 2. Quantitative performance of the Dual U-Net 

model for the 3DMM and AFLW2000-3D dataset 

 Methods RMSE 

 PRNet [26] 2.25 

2DASL [27] 2.05 

3DDFA-V2 [28] 2.04 

SynergyNet [29] 1.87 

Proposed Dual UNET 1.61 

 

Root Mean Squared Error (RMSE), a lower value indicates 

that the predictions of the model are nearer to the ground 

truth compared to models with higher RMSE values. In 3D 

face reconstruction, lower RMSE scores indicate better 

accuracy in reconstructing the three-dimensional structure 

of a face. Figure 8 depicts the RMSE for existing methods 

and proposed methods. 

 

Fig 8: Comparative analysis with other existing works in 

terms of RMSE 
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Fig.9. Comparison of the proposed approach in terms of 

MAE 

The proposed Dual Unet model has the lowest MAE value 

(3.448), indicating better performance in 3D face 

reconstruction compared to the other listed models. A lower 

MAE suggests that the predicted 3D face shape aligns more 

closely with the ground truth. Figure 9 portrays the MAE for 

existing methods and proposed methods. 

Table 3. Comparison based on Mean Absolute Error 

 Methods MAE 

DAD-3DNet [30] 3.66 

RingNet [31] 8.27 

3DDFA-V2 [28] 7.56 

SynergyNet [29] 3.35 

Img2Pose [32] 3.91 

RetinaNet [33] 6.22 

Hopenet [34] 6.16 

Dlib [35] 13.29 

Fan [36] 9.12 

3DDFA [37][38] 7.39 

Proposed Dual Unet 3.448 

5. Conclusion 

A novel approach combining a Dual U-Net architecture with 

PNCC and depth filtering technique is presented in this 

paper for reconstructing 3D facial images from a single 

input image. The quality of the images was enhanced using 

the PNCC technique and helped the U-Net architecture to 

understand the complex facial features. The depth filtering 

technique along with PNCC significantly improved the 

facial reconstruction process by reducing the skewness, 

error and improving the depth resolution. The proposed 

approach was quantitatively analyzed with respect to 

different parameters and results show that the combination 

of the Dual U-Net architecture with PNCC and depth 

filtering yielded a robust and accurate 3D facial 

reconstruction model which can effectively handle feature 

extraction, enhance perceptual features and refines the depth 

information which is crucial for obtaining a clear 3D face 

representation. The proposed model exhibits a minimum 

skewness of 0.9538 for AFLW2000-3D datasets. 
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