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Abstract: Amid the numerous diseases to mankind, skin diseases are one such diseases which are usually caused by virus, bacteria, fungus 

or other organisms. There are chances are spreading of the diseases and therefore timely analysis and identification is at most important so 

as to minimize further complication. Advances in laser and photonic-based medical technology have helped to identify skin diseases more 

accurately and rapidly. Characterization plays an important role in helping to classify skin diseases.  This work contributes to skin disease 

research based on HOG feature-based extraction and modelling the output using statistical methods. In this article we have considered 

Bivariate Gaussian Mixture Model (BGMM). The results derived are tested against benchmark metrics. 
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1. Introduction 

The human skin accomplishes various roles such as the 

synthesis of Vitamin D, protecting the internal organs, 

preventing loss and protecting the body from damage 

caused by environmental pollution. In this skin, there are 

three layers: epidermis, dermis and hypodermis. Among 

these layers, epidermis layers are considered to be the 

external layer, which is very thin and its thickness varies 

from 0.05mm to 0.15mm. This is the layer which protects 

the human against harmful chemical and UV radiations. It 

also provides mechanical resistance. The second layer or the 

middle layer called the dermis is effective in implementing 

its role against protects the body from stress and anxiety. 

This middle layer is further divided into papillary dermis 

and reticular dermis. The last layer, which is also considered 

as the bottom layers or hypodermis is a fatty layer, it protects 

the body from injuries and also protects the muscles. The 

nerve system and red vessels branch out to connect the 

hypodermis to the rest of the body. 

Once the virus attacks the body the external layer is highly 

influenced and thereby creates infections, which penetrates 

into the other layer causing very high damage to the 

individual. Many of the disease at the primary stage have its 

influence on the skin and they appear s rashes or identified 

as rough patches and red spots. These deformities if left 

unnoticed will spread into the body and result into even the 

most serious disease cancerous. Therefore, identification of 

these disease at the root level plays a significant role from 

controlling its development and narrow downing its 

likelihood chances of leading towards mortality. There are 

many methodologies that help out in defining the type of 

diseases and slow down its penetration. However, due to 

many conditions like atmospheric, environmental, virus and 

other infections. These microorganisms that leading to 

generating of the diseases is very hard to control, also most 

of the diseases that root out from the skin as a median to 

share common features. Therefore, identifying these 

features appropriately and classifying them into the proper 

medical clusters is a challenging task. Among the various 

methodologies in the literature most significance works are 

presented using machine learning techniques together with 

deep learning approaches. However, the challenging task 

raised needs a large training set for the modeling the disease 

and labelling them into the appropriate groups. To overcome 

these characters, in this article we propose statistical 

methodologies. The main advantage of using this statistical 

approach is that, appropriate modeling or labelling can be 

assumed based on the features identified, also these models 

perform more accurately in low or medium range training 

data availability. The total epochs of the model are built on 

the feature extraction. To obtain the effective features, in 

this article we have considered the HOG features. The main 

advantage is that it tries to identify the relevant images 

pertaining to a particular disease which is common between 

the individual immaterial of size, shape and the orientation. 

Also, in the proposed approach these features are given to 

the model BGMM. The main advantage of the dual features 

is that it maximizes the estimation of the parameters more 

predominantly. The parameters of the proposed model are 

updated so that a component likelihood of the model can e 

bitterly approximated. The rest of the article is explained 

below; Part 2 of the article provides a brief review of the 

literature. In section 3 the data under consideration is 

presented. Part 4 of the article deals with basic information 

based on HOG features. The BGMM is defined in section 5 

of the article. Part 6 of the article is dedicated towards the 

experimentation and the results obtained together with 
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evaluation metrics are presented in the corresponding 

section 7. The paper concludes with summarization in the 

section 8 

2. Review of Literature 

Several Academics have projected diverse procedures to 

notice the skin diseases. Here we briefly present some of the 

methodologies reported in the literature. 

Preprocessing is often recommended as a way to improve 

stratification outcomes, but it decelerates down the process. 

To accumulate, many of the currently used policies rely 

heavily on preprocessing methods and defining the required 

factors. adapting to the different appearances of the input 

image which can be puzzling. Heterogeneity of dermato-

scopic images often prevents accurate classification of 

melanoma. Various features include the presence of 

unwanted objects, including hairs, capillaries, colored spots, 

rulers, ink marks, vignettes, noise, uneven illumination, and 

bright images instigated by dermato-scopic image 

assortment methods. Many of the currently used 

segmentation techniques trust profoundly on numerous pre-

processing stages to elude the end results of unwanted 

artifacts that can compromise the precise stratification of 

skin lesions. Correct segmentation of melanoma in 

dermatoscopic images may suffer significantly from 

occlusion caused by unwanted artifacts [1]. Destruction of 

many artifacts as a result of this problem, occlusion 

techniques have been developed in manually segmented 

images. The thresholding [2, 3], morphology [4, 5], filtering 

[6] and Dull Razor-based artifact removal [9, 7, 8] practices 

are debated underneath. 

Dermoscopy images have truncated concentration and non-

uniform illumination, which are also normally improved 

with prior artificial image enhancement. These 

enhancement techniques include contrast matching [6, 10], 

filtering [10, 11, 12], adaptive histogram equalization [5, 

13], and constrained adaptive histogram equalization 

(CLAHE) [14, 15, 16]. Reconstructed from the beginning, 

CLAHE was popularized as an progressive enhancement 

technique used to produce medical images. In addition, 

studies have used histogram preprocessing [17], average 

interpretations [18], deep learning [19], multilevel corrosion 

[20], adaptive gamma correction [21], and Z-score 

transformation [22] and the Broken Vessel filter [23]. To 

reduce residual noise, pre-segmentation and post-processing 

techniques are used, typically feature extraction and image 

enhancement methods. 

Most of the modern classification methods use deep 

learning based methods, especially CNN. Much of CNN's 

innovation comes from its ability to learn larger and more 

complex groups than traditional training models and 

algorithms. The latest model is the structure of the CNN 

segment, the Full Sensor Network (FCN), U-Net, SegNet, 

and DeepLab [22] are some examples, among them. As the 

ability to learn from heterogeneous data improves, 

researchers have recently used a deep neural network to 

classify melanoma. The ability of U-Net designs to handle 

the natural usage of the most demanding networks. The 

network hop network [24] can recover the pieces of 

information lost in the clustering process [78]. Wei et al. 

[25] showed that the Att-DenseUnet network is based on the 

combination of the dense U-Net network and the use of tools 

in the U-Net, to achieve better results in melanoma. Ibtehaz 

etal [26] an in-depth study of the U-Net model led to the 

design of the U-Net3 architecture.  

3. Dataset 

This data includes images of 23 types of skin diseases 

downloaded from http://www.dermnet.com/dermatology-

pictures-skin-disease-pictures. The total number of images 

is approximately 19,500, of which approximately 15,500 are 

sorted in the training set and the rest are sorted in the testing 

set. The images are in JPEG format, consisting of 3 

channels, i.e. RGB. Resolution varies by image and 

category, but generally these are not very high-resolution 

images. 

These categories include acne, melanoma, eczema, 

seborrheic keratosis, ringworm, blistering disease, poison 

ivy, psoriasis, vascular tumors, etc. The largest online 

dermatology resource aims to provide online medical 

education. 

4. Feature Extraction 

Due to their ability to deal with variables and local spatial 

changes as well as simplicity in implementation, HOG 

methods are used [31]. In general, HOG occurs naturally by 

simulating how the brain processes visual information and 

thoughts. This has proven to be a useful method for 

predicting visibility and local behaviour using force 

gradients or edge orders in their distribution. In the process 

of using the features of HOG, these features are compared 

by finding the parameters of the intensity of the edge in the 

region of the wound. To achieve this goal, two logical units 

are defined locally, namely the cell and the block. Normally 

the cell size is 8×8 pixels and each block has 2×2 cells (i.e. 

16×16 pixels) for each HOG display. Since the HOG 

detector is based on the window coding principle by default, 

the HOG blocks are usually arranged so that each cell can 

contribute to the final signal more than once. Adjacent 

boundary blocks are spanned by eight pixels horizontally 

and vertically. The Main advantage of HOG is, if we are 

able to find a similar image which of reduced or increased 

in size, based on the features, we can still identify the image 

more accuracy. 
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Fig. 1.  Hog Architecture.  

The process involved in calculate gradient histogram 

includes; Preprocessing (resizing). Compute gradient 

images, Compute the histogram of gradients in 8×8 cells, 

perform block normalization, Form the HOG characteristic 

vector, calculating the gradient magnitude. 

√(𝑥 − 𝑑)2 + (𝑦 − 𝑑)2 

And then estimate the Gradient using the formula,   

tan-1((x-d) / (y-d)) 

4.1 Algorithm for HOG 

The HOG feature vector is generated by summing the 

gradient calculations of each pixel. 

a. Create a histogram for each block using the gradient 

value. 

b. Calculation of normalization of histograms. 

5. Truncated Gaussian Mixture Model 

In order to model the features and extract the diseased skin 

together with the type of disease, in this article, we have 

used a statistical modeling based on Truncated Gaussian 

distribution. 

The main advantage of building a model-based approach 

using statistical parameters is that it helps to understand the 

finer details of the pixels more effectively based on the 

parameters and hence better understating of the diseases is 

possible. 

• In model-based image segmentation algorithm, the entire 

image is to be viewed as a collection of image regions. 

• Hence finite mixture models are utilized to characterize 

the pixels inside the image. 

 

Fig. 2.  Hog Architecture 

 

The main advantage beyond the consideration of this model 

is that most of the diseases from the scanning, which are 

considered for analysis are mostly having the pixel ranges 

within the finite region and also these pixels are mostly 

truncated towards the right-side regions, therefore, in this 

article a Truncated Gaussian mixture model is used. 

The Probability density function of the Truncated Gaussian 

Mixture model is given by 

• The Probability Density function (P.D.F) is given 

by, 

1 

 

Where x is the pixel value of the diseased skin, µ , π and σ 

are the mean weighted probabilities and standard deviations 

respectively. 
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The truncating points are chosen as the minimal intensity 

value of the pixels and the maximum intensity value of the 

pixels, that is the entire image is now normalized between 

the limits A to B, where A denotes minimum pixel intensity, 

B denotes the maximum pixel intensity. And are given by 

the formulas. 

 

 

----- 4 

6. Experimentation and Results 

The experimentation is carried out by using different 

diseases from the above-mentioned dataset and the 

experimentation is carried out in JAVA environment, the 

results derived are presented in the following figures. The 

results are also evaluated using metrics like Precision, 

Recall and F-1 score, Accuracy, MSE, PSNR, FPR, FNR, 

PWC and the results derived are presented in the following 

table-1 
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Evaluation Metrics of different methods on 

DATASET 

Metrics\Methods GMM 
TRUNCATED 

GMM 

PRECISION 0.0129 0.0167 

RECALL 0.123 0.0437 

ACCURACY 0.9374 0.9731 

F-SCORE 0.0182 0.0385 

MSE 0.0144 0.02 

RMSE 0.1202 0.1415 

FPR 0.0626 0.0269 

FNR 0.723 0.942 

PSNR 66.5661 75.917 

PWC 6.2635 2.6926 

 

Table 1.  Accuracy of the Proposed model based on 

different metrics. 

7. Conclusions 

In this article, a methodology is presented for skin disease 

identification using Truncated Gaussian Mixture model, 

The experimentation is carried out using the standard 

dataset of skin diseases and the results are evaluate using 

various bench mark metrics like Precision, Recall, F-Score, 

MSE, PSNR, RMSE, FNR, FPR, PWC. Investigations are 

carried out based on HoG parameters (contrast, correlation, 

energy and homogeneity) showed that different types of 

dermatological diseases have unique peak structure can be 

easily predicted. The above metrics show cased the efficacy 

of the proposed model. 
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