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Abstract: Brain tumor (BT) detection utilizing magnetic resonance imaging (MRI) images has made significant progress by leveraging 

cutting-edge deep learning (DL) approaches. By developing the intricate designs and textures from the images, Convolutional Neural 

Networks (CNNs) are exposed to significant ability in accurately detecting tumor regions. These networks automatically learn important 

features in the MRI data, allowing them to differentiate among healthy brain tissue and abnormal regions indicative of tumors. By training 

on huge databases of annotated MRI images, these methods generalize well and identify tumors across different patient cases. The 

combination of CNNs with MRI-based tumor recognition not only improves diagnostic accuracy among them expedites the procedure, 

influences earlier strategies, and enhances patient outcomes. This manuscript offers the Optimal Deep Convolutional Neural Network 

Automated Brain Tumor Detection and Classification (ODCNN-ABTDC) technique on MRI multi-modality Images. The ODCNN-

ABTDC technique mainly focused on the examination of brain MRI images for the classification and detection of BT. To accomplish this, 

the ODCNN-ABTDC technique involves a series of preprocessing steps to improve the quality of the image. In addition, the features from 

the preprocessed images are extracted by the use of grey level co-occurrence matrix. For the classification process, the ODCNN-ABTDC 

technique employs the CNN model which allocates the images into proper classes. Finally, the performance of the CNN model can be 

boosted by the Bayesian optimization (BO) algorithm. The experimental validation of the ODCNN-ABTDC technique is tested on the 

benchmark BRATS database. The extensive results demonstrated the greater solution of the ODCNN-ABTDC technique with other recent 

DL models. 
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1. Introduction 

Brain tumor (BT) contains major threatening kinds of 

tumors worldwide. Glioma is the most popular early BT that 

takes place because of the carcinogenesis of glial cells in the 

brain and spinal cord [1]. Glioma is represented by 

numerous histological and cancerous grades and an average 

lifespan of less than 14 months after analysis for 

glioblastoma patients [2]. A common non-invasive 

approach is Magnetic Resonance Imaging (MRI), which 

generates a huge and different count of tissue variability in 

every imaging modality and is extensively utilized by 

medical experts for diagnosing BT [3]. However, the 

manual diagnosis and segmentation of structural MRI 

images of BT is a difficult and time-consuming activity, 

which can only be achieved by experienced neuro-

radiologists. Classification BT is important and able to 

rescue patients [4]. An early and accurate analysis of a BT 

is significant for the patient’s treatment procedure. 

However, the classification of tumors is a difficult and 

major challenge. Recently, physicians carried out 

considerable periods and work into creating breakthroughs 

for the classification of tumours in brain MRI images. 

Several approaches for attaining robust classification 

effectiveness are presented [5]. The majority of BT 

classification models have been still in the infancy of their 

observational data. Due to several causes like less tumor 

localization, insufficient training data, lower-quality image 

features, lower image quality, and others may affect the BT 

classification method [6]. 

The latest developments in machine learning (ML), 

especially in deep learning (DL) resulted in the detection 

and classification of medical imaging patterns [7]. 

Achievements in this field comprise the probability of 

recovering and extracting information from data rather than 

learning from scientific data or specialists. ML is quickly 

developing a useful tool for enhancing performance in 

several medical applications in different domains such as 

tissue segmentation, image classification, prognosis and 

analysis of diseases, and detection of cellular and molecular 

structures [8]. In image processing, highly effective 

methods are presently employed namely Convolutional 

Neural Networks (CNNs), as it has numerous layers and 

higher accurate diagnoses when the count of input images is 

great [9]. Autoencoders (AE) are an unsupervised learning 

approach that neural networks (NNs) can be leveraged for 
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representation learning. Particularly, multiple DL and ML 

techniques are utilized for diagnosing cancers like lung 

cancer and identifying cardiovascular stenosis. Also, 

efficiency analyses are presented that can have higher 

diagnostic accuracy [10]. 

This manuscript offers the Optimal Deep Convolutional 

Neural Network Automated Brain Tumor Detection and 

Classification (ODCNN-ABTDC) technique on MRI multi-

modality Images. The ODCNN-ABTDC technique involves 

a series of preprocessing steps to improve the quality of the 

image. In addition, the features from the preprocessed 

images are extracted by the use of a grey-level co-

occurrence matrix (GLCM). For the classification process, 

the ODCNN-ABTDC technique employs the CNN model 

which allocates the images into proper classes. Finally, the 

performance of the CNN model can be boosted by the 

Bayesian optimization (BO) algorithm. The simulation 

value of the ODCNN-ABTDC technique is tested on the 

benchmark BRATS database.   

2. Related Works 

Saeedi et al. [11] developed 2 DL techniques and numerous 

ML methods for analyzing cancer. Firstly, preprocessing 

and augmentation algorithms are implemented. Secondly, 

the authors designed a novel 2D-CNN and a convolutional 

AE network. Next, 2D-CNN comprises many convolution 

layers and this network contains 8 convolutional and 4 

pooling layers, and later each convolution layer, batch-

normalization layers are utilized. In [12], the authors 

presented an IoT computational method that depends 

on DL for identifying BT in MRI images. This study 

developed integrating A CNN with LSTM; LSTMs increase 

the capability of CNN for extracting features. Saurav et al. 

[13] introduced a new lightweight attention-guided-CNN 

(AG-CNN) for BT classification in MRIs. This developed 

framework utilizes channel-attention blocks to concentrate 

on related areas of an image for classifying tumours.  

Dipu et al. [14] introduced an automatic BT identification 

and segmentation approach, which is made by any DL-

based object detection method. This technique employed 

seven various NN-based object detection models and 

approaches namely Scaled YOLO-V4, Detectron2, YOLO 

V5, Faster-RCNN, YOLO V4 Tiny, YOLO-V4 Darknet, 

and YOLO V3 Pytorch. In [15], a hybrid DL method CNN-

LSTM to predict and classify BT through MRI was 

developed. Primarily, the data is effectively preprocessed 

and next, the CNN is implemented for extracting the 

important features from images. Harshavardhan et al. [16] 

suggested a Full Resolution Convolutional Network 

(FRCN) with an SVM algorithm for diagnosing tumors on 

MRI images. In the primary stage, the anisotropic filter can 

be employed for preprocessing raw MRI images, and then 

segmentation utilizing the SVM and skull classification. 

Eventually, the singular value decomposition and major 

element diagnosis processes can executed. 

Turk et al. [17] recommended ensemble DL techniques 

(InceptionV3, VGG19, MobileNet, and ResNet-50) and 

Class Activation Maps (CAMs) approaches. This method 

employs 3-phases. Firstly, it is detected if it is a tumor in the 

MR images. Secondly, various kinds of tumors are 

diagnosed from MR images (Multiclass method). Lastly, 

CAMs for every tumor type are developed as the other tools 

for supporting the effort of physicians in tumor 

identification. In [18], an automated technique of BT 

classification depends on an improved DL method through 

DenseNet. The TL with the DenseNet121 algorithm is 

employed for classifying BT. The CNN technique can be 

optimized by hyper-parameters tuning the network.  

3. The Proposed Model 

In this manuscript, we have offered the development and 

design of the ODCNN-ABTDC method for the automated 

classification and identification of BT on MRI multi-

modality Images. The ODCNN-ABTDC technique mainly 

focused on the examination of brain MRI images for the 

classification and recognition of BT. To accomplish this, the 

ODCNN-ABTDC technique involves several subprocesses 

namely preprocessing, GLCM feature extraction,  

 

Fig. 1. Overall process of ODCNN-ABTDC algorithm 

CNN-based classification, and BO-based hyperparameter 

tuning. Fig. 1 portrays the entire process of the ODCNN-

ABTDC algorithm. 

3.1. Image Preprocessing 

In this study, the preprocessing of the input MRI images 

takes place in several stages: 

Z-score Normalization: Z-score normalized is a method 

utilized for standardizing the intensity values of images. It 

contains subtracting the mean intensity in all the pixels and 
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then dividing by the standard deviation (SD). This 

procedure makes sure that the image intensity values take a 

mean of zero and SD of one, generating them equivalent and 

simpler to work with. 

Skull Stripping using Edge Detection and Thresholding: 

Skull stripping is the procedure of eliminating the non-brain 

tissues in MRI images, leaving us one of the brain tissues 

for diagnosis. Edge detection systems are employed for 

identifying the edges of the brain, after that thresholding is 

executed for segmenting the brain in the rest of the images 

dependent upon intensity values. It supports isolating the 

brain region for detailed study. 

Median Filtering (MF) and Bilateral Filtering (BF): MF 

is a nonlinear filter system that exchanges the pixel value 

with the median value of its adjacent pixels. It supports 

decreasing noise but maintaining edges from the image. BF 

is a difference of this that takes into account either spatial or 

intensity differences if executing the filter that supports 

noise decrease but preserves the entire design of the images. 

Noise Removal using Mean and SD: Eliminating noise in 

the images filters out redundant differences in pixel values. 

Employing the mean and SD of whole images, you can 

execute filters to suppress pixel values that deviate 

considerably from the mean. It supports decreasing noise 

but maintaining the vital features of images. 

Image Cropping and Resizing: During this case, the 

images can be resized to a size of 224x224 pixels. The 

resizing phase simplifies the following processing and 

analysis by making sure that every image takes similar sizes, 

helping the training and application of NN designs. 

Data Augmentation: Data augmentation is a process 

utilized to artificially increase the training database by 

executing distinct transformations to new images. It is 

procedure supports diversifying the trained data, making the 

trained method more dependable and less prone to over-fit. 

Certain transformations contain scaling, flipping, and 

rotations. Scaling variations in the object sizes within them, 

rotations establish variability in the location of images, and 

flipping vertically or horizontally generates mirrored 

versions. By presenting these variations, the model learns to 

distinguish tumors regardless of their size, position, or 

orientation, resulting in enhanced generalized solutions on 

unseen data.  

3.2. Feature Extraction using GLCM 

To extract the features from the preprocessed images, the 

GLCM model is exploited.  Generally, texture in an image 

depicts a repeating design of local variation from the 

intensity [19]. It offers data in the spatial arrangement of 

intensities or colours from the image, considered by the 

spatial distribution of intensity levels from the 

neighbourhood. During this process, consideration is 

provided to the connection among 2 pixels at a time is 

named as reference and neighbour pixel. This connection is 

portrayed in the procedure of co-occurrence matrix.  

𝑃𝑑[𝑖, 𝑗] = 𝑛𝑖𝑗 .                                                                           (1) 

Whereas, 𝑛𝑖𝑗 refers to the count of occurrences of the pixel 

values (𝑖, 𝑗) posses at length 𝑑 from the image. The 

occurrence matrix 𝑃𝑑 is size 𝑛𝑥𝑛, whereas 𝑛 signifies the 

amount of grey levels from the image. The grey levels from 

the image are detailed in quantization. The elements of 𝑃𝑑 

are then normalization employing the subsequent formula: 

𝑁[𝑖, 𝑗] =
𝑃[𝑖, 𝑗]

∑𝑛
𝑖=1 ∑𝑛

𝑗=1 𝑃[𝑖, 𝑗]
.                                          (2) 

 

Through normalized, elements in matrix 𝑃𝑑 take a value that 

ranges among 0 and 1, which permits it to be used as a 

probability function.  

In GLCM, texture properties are captured. Utilizing a co-

occurrence matrix, a feature vector is extracted in various 

methods. During this case, contrast is chosen in extracting 

the feature vector. The contrast is a measure of local 

variations existing from the image that is defined as: 

𝐶(𝑘, 𝑛) = ∑

𝑛

𝑖=1

∑

𝑛

𝑗=1

(𝑖

− 𝑗)2𝑁[𝑖, 𝑗].                                   (3) 

3.3. CNN-based Classification 

For the BT detection process, the CNN approach can be 

employed. The architecture of DCNN includes FC, 

convolutional (Conv), and connected layers. Now, all the 

layers are used for implementing certain processes [20]. The 

main objective of Conv layer is to construct mapping 

features in binary pixel maps. Furthermore, the feature map 

produced was sub‐sampled using the pooling function. The 

FC layer, in which video watermarking is implemented. 

Thus, Conv layer is well-ordered as multi-layer loops by 

successive Conv layers in deviation through the original 

Conv layer. The accuracy of the video watermarking 

process depends mainly on the quality of the DCNN layer. 

Fig. 2 demonstrates the architecture of CNN. 

3.3.1 Conv layer: this layer is a connection of neurons, and 

Considers binary pixel maps as an input. Now, feature maps 

are formulated as and Conv neuron from a neighboring 

region considered neuron using trainable weight. 

Furthermore, Conv can be able to weight and input to create 

new feature maps. Later, Conv consequence is disseminated 

by a nonlinear activation function.  
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Fig. 2. CNN structure 

𝑍 = {𝑍1, 𝑍2, 𝑍3, … … , 𝑍𝑛, . . 𝑍𝑎}                                          (4) 

In Eq. (4), 𝑎 shows the whole amount of Conv layers, 𝑍𝑛 

indicates 𝑛𝑡ℎ Conv section in DCNN.   

(𝑍𝑛
𝑑)𝑓,𝑙 = (𝑇𝑛

𝑑)𝑓,𝑙 +

∑
𝑘1

𝑛−1

𝜓=1
∑

𝑐1
𝑛

𝑚=−𝑐1
𝑛 ∑

𝑐2
𝑛

𝑣=−𝑐2
𝑛 (𝛼𝑑,𝜓

𝑛 )𝑚,𝑣 ∗

(𝑍𝑛
𝑑−1)𝑓+𝑚,𝑙+𝑣(5) 

 

In Eq. (5), 𝑘1𝑛−1 denotes the whole feature map from 

previous Conv layer, ∗ shows Conv function, 

(𝑍𝑛
𝑑)𝑓,𝑙 , (𝑍𝑛

𝑑)𝑓,𝑙 is fixed map from Conv layer, 𝛼𝑑,𝜓
𝑛 𝛼𝑑,𝜓

𝑛  

indicates the kernel function, and 𝑇𝑛
𝑑𝑇𝑛

𝑑 refers to bias. 

3.3.2 Pooling layer: The Conv network realizes global 

pooling and local layer for minimizing computational 

process. The pooling component shrinkage data size by 

collaborating neuron cluster outcome at a single layer to one 

neuron from the resulting layer. The mapping feature was 

reduced to enhance feature invariance to variations existing 

in input since the pooling layer carries out a sub-sampling 

procedure.  

3.3.3 FC layers: The feature in the Conv layer is exposed 

to the FC layer for the video watermarking process.  

𝑁𝑛
𝑑 = (𝐺𝑛

𝑑) 

with 

𝐺𝑛
𝑑 = ∑

𝑘1
𝑛−1

𝜓=1

∑

𝑐1
𝑛

𝑚=−𝑐1
𝑛

∑

𝑐2
𝑛

𝑣=−𝑐2
𝑛

(𝛼𝑑,𝜓
𝑛 )𝑚,𝑣

∗ (𝑍𝑛
𝑑−1)𝑓+𝑚,𝑙+𝑣     (6) 

 

In Eq. (6), (𝛼𝑑,𝜓
𝑛 )𝑚,𝑣 denotes the weight connection 

component at (𝑓, 𝑙) in 𝜓𝑡ℎ mapping feature of layer (𝑛‐ 1) 

and 𝑑𝑡ℎ component in a layer in 𝑛. 

Moreover, the activation layer can be used to generate pixel 

maps, and ReLU is regarded as an activation function to 

abolish negative standards that assurances easiness and 

efficiency in larger networks. The 𝑛𝑡ℎ nonlinear layer with 

feature map and outcome from the ReLu layer is given 

below, 

    𝑍𝑛
𝑑 = 𝑓𝑢𝑛(𝑍𝑛

𝑑−1)                                                                   (7) 

In Eq. (7), 𝑓𝑢𝑛 () shows the activation process in 𝑡ℎ𝑒 𝑛𝑡ℎ 

Conv layer. Moreover, the weight and bias existing in 

DCNN are optimally trained. 𝑀𝑘 represents the binary pixel 

maps obtained as output from DCNN. 

3.4. BO-based Hyperparameter Tuning 

Finally, the hyperparameter tuning of the CNN approach 

takes place using the BO algorithm. Hyperparameter tuning 

is the core concept in machine learning, and before the 

model is trained, its setting can be resolved. Satisfying 

performance of the ML algorithm depends on proper 

hyperparameter settings [21]. Manual parameter tuning is 

uncertain and complicated, and the value of the 

hyperparameter has a direct impact on the predictive 

outcome of the model. BO finds a good combination of 

hyperparameters by using the Bayesian inference method 

and constructing a probabilistic model and realizes 

automatic and fast optimization of hyperparameters. Thus, 

the study uses BO for the hyperparameter of three categories 

of weak learners, to further increase the predictive outcome 

and generalization capability of the ensemble learning 

model, and effectively reduce the time and energy input of 

parameter tuning. 

BO considers that there is a functional correlation between 

the loss function and the hyperparameter to be improved and 

that this functional correlation is a "black box function" that 

estimates the posterior distribution of the unknown 

objective function through the previous sample point. A set 

of hyperparameters is established that this result in a 

globally optimum solution by learning the shape of the 

objective function. BO is an approximation technique that 

uses a proxy function to fit the relationship between model 

evaluation and hyperparameters and then chooses a better 

combination of hyperparameters. 

BO builds a probability model for the 𝑓 function to be 

adjusted for the hyperparameter optimization problems of 

the XGBoost model, further exploits the model to select the 

next assessment point, and successively iterates to attain the 

optimum solution: 

𝑥∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥𝑥∈𝜒⊆𝑅𝑑𝑓(𝑥)                                         (8) 

In Eq. (8), 𝜆𝑖 indicates the decision space,  𝑥∗ denotes the 

best hyperparameter combination, and 𝑓(𝑥) represents the 

objective function. The major step of the BO consists of the 

prior function and learning function. 

3.4.1 Gaussian regression Process 

The Gaussian model is a set of random variables and is a 

non-parametric model defined by the mean and the kernel 

functions as: 

𝑓(𝑥)~𝑔𝑝(𝑚(𝑥), 𝑘(𝑥, 𝑥′))                                                      (9) 
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{𝑚(𝑥) = 𝐸(𝑚(𝑥), 𝑘(𝑥, 𝑥′)) 𝑘(𝑥, 𝑥′)

= 𝐸[(𝑓(𝑥) − 𝑚(𝑥))(𝑓(𝑥′)

− 𝑚(𝑥′))]   (10) 

Sample dataset 𝐷 = (𝑥, 𝑦) of hyperparameter is 

constructed, where 𝑋 = (𝑥1, 𝑥2, 𝑥𝑡) refers to the training set, 

𝑦 = {𝑓(𝑥1), 𝑓(𝑥2), … , 𝑓(𝑥𝑡)} denotes the set of (𝑥): 

[𝑓(𝑥1) 𝑓(𝑥2) 𝑀 𝑓(𝑥𝑡) ]: 𝑁(0, [𝑘(𝑥1, 𝑥1) …  𝑘(𝑥1, 𝑥𝑡)  ⋮ ⋱ 

⋮  𝑘(𝑥𝑡 , 𝑥1) …  𝑘(𝑥𝑡 , 𝑥𝑡) ])                        (11) 

If a new sample 𝑋𝑡 + 1 is added and the covariance matrix, 

represented as 𝐾, is updated as: 

[𝑓1:𝑡  𝑓𝑡+1 ]

− 𝑁(0, 𝐾 𝐾 𝑘𝑇 𝑘(𝑥𝑡+1, 𝑥𝑡+1) )                               (12) 

{𝑓1:𝑡 = [𝑓1, 𝑓2, ⋯ 𝑓𝑡]𝑇 𝑘 

= [𝑘(𝑥𝑡+1, 𝑥1), 𝑘(𝑥𝑡+1, 𝑥2), ⋯ , 𝑘(𝑥𝑡+1, 𝑥𝑡)]𝑓𝑡+1~𝑁(𝜇𝑡+1, 𝜎𝑡+1
2 )         

                                                                                                𝜇𝑡+1(𝑥𝑡+1) 

 = 𝑘𝑇𝐾−1𝑓1:𝑡  𝜎𝑡+1
2 (𝑥𝑡+1)    

= 𝑘𝑇𝐾−1𝑘 + 𝑘(𝑥𝑡+1, 𝑥𝑡+1)       (13) 

 

The Gaussian model provides the probability distribution of 

each possible value of 𝑓𝑡+1. Thus, if enough sample point is 

gathered, then the Gaussian model is used for obtaining an 

approximate estimation of the objective function. 

3.4.2 Acquisition Function 

The sampling function guides the selection of the next 

sampling point in the decision space of the hyperparameter. 

The probability of improvement (PI) is utilized as a 

sampling function: 

𝑓(𝑥)

= 𝛷 (
𝑢(𝑥) − 𝑓(𝑥+) − 𝜉

𝜎(𝑥)
)                                               (14) 

In Eq. (14), 𝑢(𝑥), 𝜎(𝑥) shows based on the Gaussian 

process and are the mean and variance of objective function 

values; 𝜉 refers to the parameter. 𝛷 denotes the cumulative 

density function of a standard distribution. 𝑓(𝑥+) indicates 

the present optimum objective function value. 

4. Results and Discussion 

This section studies the performance of the ODCNN-

ABTDC technique on two BT datasets namely BraTs-2019 

and BraTs-2020 dataset. Table 1 represents the details of 

the BraTs-2019 dataset [22]. It has 670 samples with three 

classes. 

Table 1. Details on BraTs-2019 dataset 

Class 
No. of 

Images 

Glioma 335 

HGG 259 

LGG 76 

Total Images 670 

 

 

Fig. 3. BraTs-2019 dataset (a-b) Confusion matrices, (c) 

PR_curve, and (d) ROC 

Fig. 3 illustrates s the classifier performances of the 

ODCNN-ABTDC algorithm on the BraTs-2019 database. 

Figs. 3a-3b defines the confusion matrices attained by the 

ODCNN-ABTDC approach on 70:30 of the TR set/TS set. 

The simulation outcome demonstrated that the ODCNN-

ABTDC algorithm has detected  

and classified all 3 classes accurately. Then, Fig. 3c exhibits 

the PR outcome of the ODCNN-ABTDC system. The 

simulation values that the ODCNN-ABTDC methodology 

has achieved greater values of PR on 3 classes. Moreover, 

Fig. 3d defines the ROC of the ODCNN-ABTDC algorithm. 

The outcome depicted that the ODCNN-ABTDC 

methodology led to capable performances with higher 

values of ROC on 3 classes. 

Table 2 and Fig. 4 portray the BT detection result of the 

ODCNN-ABTDC methodology on the BraTs-2019 dataset. 

The outcome exhibits the effectual performance of the 

ODCNN-ABTDC technique on BT detection. With a 70% 

TR set, the ODCNN-ABTDC technique gains average 

𝑎𝑐𝑐𝑢𝑦, PPV, 𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦, dice, and 𝐹𝑠𝑐𝑜𝑟𝑒 values of 

99.43%, 98.89%, 98.96%, 99.55%, 98.92%, and 98.90% 

respectively.  
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Table 2. BT detection outcome of ODCNN-ABTDC 

algorithm on BraTs-2019 dataset 

Class  
 
  
 

PPV 
 
  
 

 
  
 

Dice 
 
  
 

TR set (70%) 

Glioma 99.15 99.57 98.71 99.58 99.13 99.39 

HGG 99.57 98.91 100 99.3 99.45 99.13 

LGG 99.57 98.18 98.18 99.76 98.18 98.18 

Average 99.43 98.89 98.96 99.55 98.92 98.9 

TS set (30%) 

Glioma 99.5 99.04 100 98.98 99.52 99.23 

HGG 100 100 100 100 100 100 

LGG 99.5 100 95.24 100 97.56 99.01 

Average 99.67 99.68 98.41 99.66 99.03 99.41 

 

 

Fig. 4. Average of ODCNN-ABTDC algorithm on BraTs-

2019 dataset 

Additionally, with a 30% TS set, the ODCNN-ABTDC 

system achieves average 𝑎𝑐𝑐𝑢𝑦, PPV, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, dice, 

and 𝐹𝑠𝑐𝑜𝑟𝑒 values of 99.67%, 99.68%, 98.41%, 99.66%, 

99.03%, and 99.41% correspondingly. 

Fig. 5 represents the training accuracy 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 

𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 of the ODCNN-ABTDC system on the BraTs-

2019 dataset. The 𝑇𝐿_𝑎𝑐𝑐𝑢𝑦 is defined by the estimation of 

the ODCNN-ABTDC system on the TR dataset whereas the 

𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 is computed by evaluating the performance on a 

separate testing dataset. The outcomes reveal that 

𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 increase with an upsurge in 

epochs. Accordingly, the performance of the ODCNN-

ABTDC method gets improved on the TR and TS dataset 

with a rise in the number of epochs. 

 

Fig. 5. 𝐴𝑐𝑐𝑢𝑦 curve of ODCNN-ABTDC algorithm on 

BraTs-2019 dataset   

In Fig. 6, the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 outcome of the 

ODCNN-ABTDC technique on the BraTs-2019 dataset is 

exposed. The 𝑇𝑅_𝑙𝑜𝑠𝑠 defines the error among the 

predictive solution and original values on the TR data. The 

𝑉𝑅_𝑙𝑜𝑠𝑠 signifies the measure of the performance of the 

ODCNN-ABTDC technique on individual validation data. 

The results indicate that the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 tend to 

be lesser with rising epochs. It represented the enhanced 

performance of the ODCNN-ABTDC technique and its 

capability to generate accurate classification. The lesser 

value of 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 determines the enhanced 

outcome of the ODCNN-ABTDC technique on capturing 

patterns and relationships.  

 

Fig. 6. Loss curve of ODCNN-ABTDC algorithm on 

BraTs-2019 dataset   

Table 3 demonstrates the details of the BraTs-2020 dataset 

[23]. It has 4575 samples with four classes. 

Table 3. Details on BraTs-2020 dataset 

Class No. of Images 

Normal 1500 

Glioma 1427 

Pituitary 940 

Meningioma 708 

Total Images 4575 
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Fig. 7. BraTs-2020 dataset (a-b) Confusion matrices, (c) 

PR_curve, and (d) ROC 

Fig. 7 defines the classifier outcome of the ODCNN-

ABTDC methodology on the BraTs-2020 database. Figs. 

7a-7b displays the confusion matrices achieved by the 

ODCNN-ABTDC algorithm on 70:30 of the TR set/TS set. 

The outcome depicted that the ODCNN-ABTDC system has 

detected and classified all 4 classes accurately. Afterwards, 

Fig. 7c represents the PR outcome of the ODCNN-ABTDC 

method. The simulation outcome is that the ODCNN-

ABTDC algorithm has achieved greater values of PR on 4 

classes. However, Fig. 7d defines the ROC outcome of the 

ODCNN-ABTDC algorithm. The simulation outcome 

demonstrates that the ODCNN-ABTDC methodology led to 

a capable outcome with superior values of ROC on 4 

classes. 

Table 4 and Fig. 8 represent the BT detection outcome of 

the ODCNN-ABTDC methodology on the BraTs-2020 

dataset. The simulation value displays the effective 

performance of the ODCNN-ABTDC algorithm on BT 

detection.  

With a 70% TR set, the ODCNN-ABTDC method reaches 

average 𝑎𝑐𝑐𝑢𝑦, PPV, 𝑠𝑒𝑛𝑠𝑦, 𝑠𝑝𝑒𝑐𝑦, dice, and 𝐹𝑠𝑐𝑜𝑟𝑒 values 

of 99.38%, 98.48%, 98.64%, 99.59%, 98.56%, and 98.51% 

correspondingly. Followed by, with 30% TS set, the 

ODCNN-ABTDC system gains average 𝑎𝑐𝑐𝑢𝑦, PPV, 

𝑠𝑒𝑛𝑠𝑦 , 𝑠𝑝𝑒𝑐𝑦, dice, and 𝐹𝑠𝑐𝑜𝑟𝑒 values of 99.49%, 98.76%, 

99.03%, 99.67%, 98.89%, and 98.81% correspondingly. 

 

Fig. 8. Average of ODCNN-ABTDC algorithm on BraTs-

2020 dataset   

Fig. 9 defines the training accuracy 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 

𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 of the ODCNN-ABTDC system on the BraTs-

2020 dataset. The 𝑇𝐿_𝑎𝑐𝑐𝑢𝑦 is determined by the 

assessment of the ODCNN-ABTDC method on the TR 

dataset whereas the 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 is calculated by evaluating 

the performance on a separate testing dataset. The outcomes 

display that 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 increase with an 

upsurge in epochs. 

Table 4. BT detection outcome of ODCNN-ABTDC algorithm on BraTs-2020 dataset 

Class  𝑨𝒄𝒄𝒖𝒚 PPV 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 Dice 𝑭𝑺𝒄𝒐𝒓𝒆 

TR set (70%) 

Normal 99.41 99.61 98.55 99.82 99.08 99.40 

Glioma 99.31 98.82 99.02 99.45 98.92 98.86 

Pituitary 99.69 98.81 99.70 99.68 99.26 98.99 

Meningioma 99.09 96.68 97.29 99.41 96.98 96.80 

Average 99.38 98.48 98.64 99.59 98.56 98.51 

TS set (30%) 

Normal 99.56 100.00 98.70 100.00 99.35 99.74 

Glioma 99.34 98.79 99.03 99.48 98.91 98.83 
Pituitary 99.71 99.26 99.26 99.82 99.26 99.26 

Meningioma 99.34 97.01 99.13 99.39 98.06 97.42 

Average 99.49 98.76 99.03 99.67 98.89 98.81 
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Fig. 9. 𝐴𝑐𝑐𝑢𝑦 curve of ODCNN-ABTDC algorithm on 

BraTs-2020 dataset 

Consequently, the performance of the ODCNN-ABTDC 

system increases on the TR and TS datasets with a rise in 

the count of epochs. 

In Fig. 10, the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 outcome of the 

ODCNN-ABTDC technique on the BraTs-2020 dataset is 

exposed. The 𝑇𝑅_𝑙𝑜𝑠𝑠 defines the error among the 

predictive outcome and original values on the TR data. The 

𝑉𝑅_𝑙𝑜𝑠𝑠 represents the measure of the solution of the 

ODCNN-ABTDC technique on individual validation data. 

The performance indicates that the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 

tend to decrease with rising epochs. It represented the 

enhanced performance of the ODCNN-ABTDC approach 

and its ability to produce accurate classification. The lesser 

value of 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 demonstrates the enhanced 

performance of the ODCNN-ABTDC technique in 

capturing patterns and relationships. 

 

Fig. 10. Loss curve of ODCNN-ABTDC algorithm on 

BraTs-2020 dataset 

The comparative results of the ODCNN-ABTDC technique 

on BT detection are demonstrated in Table 5 [24]. Fig. 11 

examines the comparative outcome of the ODCNN-

ABTDC system with respect to 𝑎𝑐𝑐𝑢𝑦 and PPV. The results 

indicate the improved performance of the ODCNN-ABTDC 

technique. Based on 𝑎𝑐𝑐𝑢𝑦, the ODCNN-ABTDC 

technique obtains an increased 𝑎𝑐𝑐𝑢𝑦 of 99.67% while the 

CNN-SVM, S-RF, RF, DP RCNN, Deep CNN-DA, and 

MLP models offer decreased 𝑎𝑐𝑐𝑢𝑦 of 95.83%, 80%, 

80.85%, 84.90%, 94.58%, and 94.12% respectively. In the 

meantime, based on PPV, the ODCNN-ABTDC method 

achieves a higher PPV of 99.68%. 

while the CNN-SVM, S-RF, RF, DP RCNN, Deep CNN-

DA, and MLP systems offer a lesser PPV of 93.64%, 

92.84%, 93.56%, 94.52%, 92.26%, and 93.67% 

correspondingly. 

Fig. 12 demonstrates the comparative analysis of the 

ODCNN-ABTDC algorithm interms of 𝑠𝑒𝑛𝑠𝑦  and 𝑠𝑝𝑒𝑐𝑦. 

The outcome points out the better performance of the 

ODCNN-ABTDC method. 

 

Fig. 11. 𝐴𝑐𝑐𝑢𝑦 and PPV outcome of ODCNN-ABTDC 

algorithm with other approaches 

Based on 𝑠𝑒𝑛𝑠𝑦 , the ODCNN-ABTDC algorithm obtains 

enhanced 𝑠𝑒𝑛𝑠𝑦 of 98.41% while the CNN-SVM, S-RF, RF, 

DP RCNN, Deep CNN-DA, and MLP algorithms offer 

minimal 𝑠𝑒𝑛𝑠𝑦  of 92.22%, 89.19%, 89.52%, 92.29%, 

92.51%, and 95.81% correspondingly. Afterwards, based on 

𝑠𝑝𝑒𝑐𝑦, the ODCNN-ABTDC algorithm gains maximal 

Table 5. Comparative outcome of ODCNN-ABTDC algorithm with other approaches  

Method 𝑨𝒄𝒄𝒖𝒚 PPV 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 Dice 𝑭𝑺𝒄𝒐𝒓𝒆 

CNN-SVM Model 95.83 93.64 92.22 92.43 90.06 91.43 

Superv oxels-RF 80.00 92.84 89.19 93.96 91.29 94.65 

Random Forest 80.85 93.56 89.52 93.27 94.83 91.31 

Dual-Path Residual-CNN 84.90 94.52 92.29 93.97 90.22 89.38 

Deep CNN-Data Augmentation 94.58 92.26 92.51 92.90 89.82 89.93 

Multi-Layer Perceptron 94.12 93.67 95.81 94.41 93.49 94.04 

 
 

ODCNN-ABTDC 

99.67 99.68 98.41 99.66 99.03 99.41 
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𝑠𝑝𝑒𝑐𝑦 of 99.66% while the CNN-SVM, S-RF, RF, DP 

RCNN, Deep CNN-DA, and MLP approaches achieve 

lesser 𝑠𝑝𝑒𝑐𝑦 of 92.43%, 93.96%, 93.27%, 93.97%, 92.90%, 

and 94.41% correspondingly. 

 

Fig. 12. 𝑆𝑒𝑛𝑠𝑦 and 𝑠𝑝𝑒𝑐𝑦 outcome of ODCNN-ABTDC 

algorithm with other approaches 

Fig. 13 illustrates the comparative study of the ODCNN-

ABTDC approach with respect to Dice and 𝐹𝑆𝑐𝑜𝑟𝑒. The 

simulation value referred to the greater outcome of the 

ODCNN-ABTDC algorithm. Based on Dice, the ODCNN-

ABTDC system achieves superior Dice of 99.03% while the 

CNN-SVM, S-RF, RF, DP RCNN, Deep CNN-DA, and 

MLP methods provide lesser Dice of 90.06%, 91.29%, 

94.83%, 90.22%, 89.82%, and 93.49% respectively. 

Meanwhile, based on 𝑡ℎ𝑒 𝐹𝑠𝑐𝑜𝑟𝑒, the ODCNN-ABTDC 

approach reaches a higher 𝐹𝑠𝑐𝑜𝑟𝑒 of 99.41% while the CNN-

SVM, S-RF, RF, DP RCNN, Deep CNN-DA, and MLP 

methodologies achieve lesser 𝐹𝑠𝑐𝑜𝑟𝑒 of 91.43%, 94.65%, 

91.31%, 89.38%, 89.93%, and 94.04% correspondingly. 

 

Fig. 13. Dice and 𝐹𝑠𝑐𝑜𝑟𝑒 outcome of ODCNN-ABTDC 

algorithm with other approaches 

These results confirmed the supremacy of the ODCNN-

ABTDC technique in the BT detection process. 

 

4. Conclusion 

In this manuscript, we have offered the design and 

development of the ODCNN-ABTDC technique for the 

automated classification and detection of BT on MRI multi-

modality Images. The ODCNN-ABTDC technique mainly 

focused on the examination of brain MRI images for the 

classification and recognition of BT. To accomplish this, the 

ODCNN-ABTDC technique involves several subprocesses 

namely preprocessing, GLCM feature extraction, CNN-

based classification, and BO-based hyperparameter tuning. 

For the classification process, the ODCNN-ABTDC method 

employs the CNN model which allocates the images into 

proper classes. Finally, the performance of the CNN model 

can be boosted by the BO algorithm. The simulation value 

of the ODCNN-ABTDC algorithm is tested on the 

benchmark BRATS database. The extensive results 

demonstrated the greater solution of the ODCNN-ABTDC 

approach with other recent DL models. 
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