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Abstract: Pre-processing is primary and essential element of most of the image processing applications especially in classification and 

prediction problems. Especially in medical applications where images are prone to different noises and poor contrast, even a good 

descriptor would make the classifier ambiguous. The article presents an efficient pre-processing approach to eliminate the soft tissues 

from the hard tissues and provide a distinguishable knee gap to identify the grade of Osteoarthritis. Also, the simple statistical approach 

provide a generalized solution to extract the region of interest required for Kellgren and Lawrence grade classification of the Kaggle 

dataset images with 5 levels of grade. The proposed framework has the ability to obtain segmented region of interest with better accuracy 

required for classification. 
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1. Introduction 

Knee Osteoarthritis degrades the articular cartilage and is 

the most common joint disorder seen in one out of five 

adults as per the survey conducted. Major pathological 

symptoms include closer joints, sclerosis and osteophytes 

formation. Mostly the cause is popularly seen in adults, 

obsessed peoples and people with sedentary lifestyle. The 

severity stage yields excruciating pain and complete joint 

arthoplasty. Therefore, for a painless normal life, proper 

early diagnosis is necessary for clinical treatment [1][2]. 

There are several imaging modalities to aid medical 

experts for diagnosing the severe disease which includes 

MRI, radiography, ultra-sound techniques, and optical 

coherence tomography. These are the traditionally 

preferred gold standard tools for diagnosing knee 

Osteoarthritis [3][4]. Diagnosing Osteoarthritis through 

physical examination depends on the expertise of the 

clinician and the sensitivity and the specificity of the 

diagnostic tools. However, the fact is, the diagnostic tools 

have poor sensitivity and the specificity due to increased 

subjectivity [5].The quality of the knee X-ray or MRI 

(Magnetic resonance imaging) images degrade due to 

presence of poor foreground-background contrast, 

undifferentiated tissues and complexity of human knee 

structure. Medical experts rely on excellent soft-tissue 

contrast for better diagnosing the level of Osteoarthritis 

progression. However, knee images are prone to various 

artifacts and affected by noise due to acquisition systems 

installed at the clinical site. The similarity in the contrast 

between fat around the cartilage tissue, fluid and the 

cartilage most often possess ambiguity during the 

delineation process. Due to anatomical complexity of 

human knees results in delineation on bad contrast which 

consume time and seem to be laborious [6][7]. Also, the 

interference of noise and corruption due to unwanted 

artifacts [8], two important factors related at the priory 

stage comes into existence. The first step is to clean the 

knee images by removing the noise and the later step is to 

improve the contrast while preserving the edge details of 

the region of interest. The peaks and the valleys formed as 

a result of low intensity pixels representing mostly the 

backgrounds, femoral bones and the tibial are to be 

enhanced properly while maintaining the dynamic range of 

the pixel intensities over the region of interest.  

Conventional enhancement techniques such as histogram 

equalization is unsuitable and perform badly diverging the 

dynamic range to affect or distort the image brightness 

level. On the other hand, it also affects some of the crucial 

features. Traditional method combine the low and high 

density probabilities of gray levels to widen the gap 

between them. This helps to sudden increase in cumulative 

density but worsen the brightness resulting over-

enhancement [9].    

The paper contributes in following respect: 

1. The proposed pre-processing three stage mechanism 

eliminate the no-relevant regions from the Kaggle knee 

images distinguished into five severity grades. 
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2. The Region of interest in the images and their masks are 

obtained in the second stage. 

3. The last stage obtains the binary image clearly 

distinguishing the hard tissues and the gap between the 

upper and lower bone of the knee.  

The article is organized in the following respect: The next 

part of the paper deals with in-depth literature review, 

section 3 deals with the description of the materials used 

along with the proposed framework, experimental analysis 

is part of section 4, and the last section concludes the 

article. 

2. Related Work 

The work in [10] used two step pre-processing for the knee 

images. The first step involved cropping the image by 60 

pixels from top and bottom of the image and then 

enhancing the image by histogram equalization by 

adjusting the dynamic range of the pixels. The quality of 

two OAI (Osteoporosis Initiative) and Rani Channamma 

University (RCU) dataset was improved using the 

averaging filter and CLAHE in [11]. The averaging filter 

selected 16 pixels in each epoch over a target pixel and 15 

neighbouring pixels. The mean value of the 15 pixels was 

used to substitute the target value. The X-ray images were 

scanned in the aforementioned manner and then the knee 

joint and bony details visibility was increased using the 

CLAHE technique. The objective of the method was to 

adjust the intensity of a target pixel concerning its adjacent 

neighbourhood [12].  

The authors in [13] introduced an automatic cropping 

module to extract the region of interest for improving the 

classification accuracy.  Priory the images were resized to 

certain dimension and then cropped by navigating the 

cropping module by segmentation mask of meniscus, 

femoral, patellar cartridge and the tibial. The bounding box 

estimated and then proper offset was added to cover other 

region of interest such as subchondral bone area. The class 

imbalance problem was solved by data augmentation by 

rotating the images randomly in -7 to +7 degrees [14]. The 

rotation mechanism changed the color saturation, contrast 

and the illumination level of the images. The unclear 

images after the transformation process were discarded.  

To improve the model generalization ability, the author in 

[15] inspired by the deep-stacked transformation, 

combined various modality-specific image preprocessing 

tasks. The radiographs were subjected to rescaling and 

flipping in horizontal direction, while the MRI images 

were enhanced, intensity regulated, noise removed, and 

histogram equalized. The work in [16] adopted default and 

augmented pre-processing procedures. The training images 

were partitioned in 80:20 ratio and were subjected to 

different preprocessing mechanisms. The higher ratio 

images were cropped, up-scaled, added with noise, flipped 

horizontally, and contrast adjusted in a stochastic manner. 

The remaining 20% images were cropped and added to the 

training set. In the work suggested in [17] all the Kellgren 

and Lawrence (KL) [18] images were merged and the right 

oriented images were changed to left. The authors inverted 

negative channel images and further corrected the contrast 

using histogram equalization. All the images were re-

scaled to specific dimension. The blur effect was mitigated 

and the texture quality was improved using Laplace 

variance approach based on thresholding.    

3. Materials and Method 

The paper considers knee X-ray images from the high 

quality Kaggle data store. For effective solutions and better 

performance evaluation plus comparison, researchers all 

over the globe prefer mostly publicly available datasets. 

The dataset is freely available at [19]. The dataset is 

partitioned into three folders: one for training, one for 

testing and the last for validation. Each folder consists of 5 

subfolders corresponding to five different severity grades 

of knee arthritis. 

The grade corresponding to numeric numbers represents 5 

classes and includes: 0 for healthy, 1 for doubtful, 2 for 

minimal, 3 for moderate Osteoarthritis and 4 representing 

the severe Osteoarthritis case. More than 8000 X-ray 

images are available in the dataset which are not suitable in 

terms of clarity and localization. The objective of the 

proposed segmentation framework is to clearly 

discriminate the region of interest (knee joint area) so that 

the distance between the upper and the lower knee balls 

can be measured which will certainly discriminate five 

classes. The major challenge in classifying the grades is 

the resemblance between grade 0 and grade 1 class, grade 

1 and grade 2 class as well grade2 and grade 3 class as 

seen from the X-ray images available in the dataset (Fig.1). 

Also, the perceptual quality of the images is poor due to 

noise and improper illumination which puts and extra 

overhead on the generalization capability of a good 

segmentation approach. The unwanted regions needs to be 

properly excluded without losing the relevant information 

from the knee images. On the other hand, the dynamic 

level of the pixel range need adjustment to enhance the 

contrast of the images for clear visibility of the region of 

interest. This will aid to uplift the inherent features 

belonging to the region of interest and help the classifier to 

discriminate the classes without ambiguity. Some of the 

sample images from the Kaggle dataset belonging to all the 

five classes from the training folder are depicted in Fig.1 

below.   
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Fig. 1.  Knee X-ray images corresponding to Grade 0 

(Normal). Samples belonging to good contrast, poor 

contrast, highly illuminated, poorly illuminated, and 

negative-like images. 

  

Fig. 2.  Similar Knee X-ray images corresponding to Grade 

1 (Doubtful). 

  

Fig. 3.  Similar Knee X-ray images corresponding to Grade 

2 (Minimal        knee Osteoarthritis). 

     

Fig. 4.  Similar Knee X-ray images corresponding to Grade 

3 (Moderate Class). 

  

Fig. 5. Similar Knee X-ray images corresponding to Grade 

4 (Severe Osteoarthritis Class). 

Figures in column 1 (in all Figures from 1 to 5) are clear 

and can be interpreted clearly for the given grades by a 

medical expert. Column 2 images have poor contrast and 

uneven illumination at different regions. The region of 

interest is affected by poor intensity pixels with respect to 

other part of the knee regions. It becomes difficult to 

distinguish grad 1 and grade 2 levels clearly and thus need 

proper enhancement to extract the region of interest. High 

illumination is seen in column 3 images which increases 

ambiguity level and can lead to misclassification as 

perceived visually. For better analysis, the hard region 

should be separated from the background so that the grade 

level can be identified correctly. Very poor illumination is 

seen in the 4th column images where the background 

supersede the foreground. The foreground thus must be 

uplifted so that the background will be distinguished and 

the gap between the knees joint is visible. The last images 

show different characteristics with respect to other images. 

They have negative foreground and background details. 

Thus developing a common segmentation framework 

becomes a difficult task to suit and accommodate all the 

given images under one roof. Either such images need to 

be eliminated or special arrangements are required which 

would handle such images and then include such images in 

the set for pre-processing.  

Thus, pre-processing X-ray images becomes a crucial 

concern before subjecting the images to feature extraction 

either the traditional way of through blind feature 

extraction using direct neural network approach. The gap 

between the knee balls must be known priory for accurate 

detection of the grades and the neighbouring regions 

should be clear for better feature extraction to evaluate the 

heat map caused due to the pressure owing to pain severity 

in such patients. We present a cropping cum segmentation 

approach that can successfully eliminate the unwanted 

region, enhance the region of interest, eliminate noise and 

binarize the foreground and background for nearly accurate 

measurement of the distance between the knee joints. Out 

of 9786 knee X-ray images divided in 5 Kellgren-

Lawrence (KL) grades with 224x224 pixel dimension, the 

percentage of images belonging to each class are shown in 

Table 1. 

Table 1. Percentage of KL-Grade images in the dataset. 

KL-

Grade 

 Osteoarthritis 

Severity 

Number of 

Images (9786) 

% of 

Images 

0 Normal or Healthy 3857 40 

1 Doubtful 1770 18 

2 Minimal 2578 26 

3 Moderate 1286 13 

4 Severe 295 3 

 

The original image from the grade folder is filtered using 

the gaussian filter with σx = 0 and σy = 0 and kernel size 

of 3x3. The blurring operation is the prerequisite step to 

eliminate the background from the foreground region. The 

next step include thresholding the gaussian blurred image 

using a threshold value = 80. The resultant images 

obtained after all the three operations is shown in Fig.2. 

The white region is the foreground and the black region 

corresponds to the foreground. Further, the binary image is 

multiplied with the original image to obtain the actual knee 

region called the mask image which is shown in Fig.3. 

 

Fig. 2. Original Knee image, the gaussian blurred result 

and the thresholded image.  
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Fig. 3. The mask image or the knee region of interest. 

Experimental analysis showed that the upper and the 

bottom region of the mask or original image are non-

significant as per knee arthritis is considered. To eliminate 

the non-relevant features from these regions and to reduce 

the overhead of the classifier, the upper and the bottom 

area of the knee image were eliminated by cropping the 

image from both sides. Experimenting over all the images 

in the dataset, a threshold of 50 rows was considered for 

elimination from upper and lower part of the image. The 

cropped image is shown in Fig.4 below. It clearly shows 

that removing 50 rows from top and the bottom of the 

image does not affect the region of interest. Fig.4 shows 

results of various knee images after cropping operation. 

Here we considered images from all the five grades 

corresponding to varieties considered in Fig.1.   

 

  

Fig. 4. Result of cropping operation. All the images clearly 

shows the region of interest. Images are taken from each 

class sequentially from left to right (Class 0 to class 4). 

After vertical cropping, horizontal cropping is carried out 

to eliminate the unwanted regions from left and right part 

of the image. The same is done considering each row of 

the image and finding the occurrence of first extreme non-

zero pixels from both ends. The process is completed for 

all the rows in the cropped image and the most extreme 

points are considered. Most extreme points are the points 

which are located in the vicinity of the left and right ends 

of the image. The results obtained after cropping the image 

horizontally at the most extreme points is shown in Fig.5. 

The result after cropping can be seen comparing the first 

Fig.in Fig.4 and Fig.5. The image was then resized to 

128x128 for post operations. 

  

Fig. 5.  Image cropped horizontally using the Most 

extreme points. Resized image (128x128) 

We find the strong valley from the points evaluated 

considering the mean values along each rows. This is done 

to find the gap region between the knee joints. The pixels 

intensities at this region differs from the rest of the region. 

They are darker as compared to hard tissue region. 

Definitely, the mean along first axis is lower in this region. 

The circle marked in Fig.6 indicate the gap region which 

covers a strong valley (Sv). We intended to find the strong 

valley so as to find the actual region of interest required to 

improve the classification accuracy. We experimented the 

technique on several images available in the dataset. 

Actually, the strong valley point is the function of image 

contrast. But poor contrast images, uneven illumination, 

and negative images either shifts the valley point beyond 

the last peak or decrease the strong nature of the valley 

thus making it local minima. 

 

Fig.6. The Strong valley and the gap region marked by the 

circle. 

To compensate, we considered dividing the image into two 

equal halves I1 and I2 of sizes 128x64 on left and 128x64 

on right. Here we found the mean I1m and I2m on both 

sides along axis=1, the mean along columns of the 

partitioned images.  The global maximum point Sp (strong 

peak) existing after the strong valley Sv is located in I1m 

and I2m. The extreme global point Gm is considered by 

comparing both the global maximum point corresponding 

to maximum amplitude. For example, if the Strong valley 

exists at 95, the global maximum is located after 95 up to 

end. We can see that both the graph of the partitioned 

images shows global maximum points after the strong 

valley at 95. 
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Fig.7. Column Mean values of the partitioned images 

plotted for finding the maximum points after the valley 

point in Fig. 6. 

If the global maxima in first case occurs at 104 and the 

second at 105, the peak at 105 is considered. That is, the 

peak at the extreme end from the right is considered. 

Without portioning the image may dilute the peak since 

mean values are considered and the gap portion of the knee 

is asymmetrical and unbalanced along left and right sides 

when center of the knee is considered.  

Further, we decomposed the mean values of the whole 

cropped image to three levels using ‘db6’ mother wavelet 

and then located the strong valley.  The approximation 

coefficients at level three were considered from start to 

first global peak and locations of local maxima’s were 

found. The plot representing the approximation 

coefficients using ‘db6’ mother wavelet at level three is 

shown in the Fig.8. Here, the local maxima’s at 2, 4, 6 and 

9 were located. The index corresponding to the occurrence 

of first local maxima is considered.  Here, in this case, it is 

at 2. Since, the coefficients are at level three, we multiplied 

the index by 8 (2x8=16) to compensate the original indexes 

at which the strong valley was found. 

 

Fig. 8. Wavelet coefficients at level 3 using ‘db6’ mother 

wavelet. 

Now we have three points, the first local maxima (Lm), the 

strong valley (Sv) and the extreme global peak (Gp) found 

using different set of conditions. The final crop points are 

evaluated using the following conditions: 

1. if the index (X-axis coordinate or the row number) of 

local maxima is greater than the strong valley index and 

difference of index at strong valley and first local maxima 

is greater than 50, the image is cropped at: 

Start_row = 
𝑳𝒎+𝑺𝒗

𝟐
 - 15                                           (1) 

End_row = Gp + 5    (2) 

The offsets 15 and 5 in both cases are considered to covers 

the regions in the vicinity instead of cropping the images at 

the knee gap edges.  

2. If the above condition fails under very poor contrast, the 

image is cropped at the following specific points (row 

numbers) after experimental evaluations. 

Start_row = 40    (3) 

End_row = 110    (4) 

Note that the row numbers are subjected to the image 

which had been resized to 128x128 and not the original 

image. The extracted region of interest is shown in the 

Fig.9. Finally, the ROI image is median filtered and 

thresholded using a threshold calculated by estimating the 

mean of the ROI image. The resultant binarized image is 

shown in Fig.10 which can be used to estimate the distance 

between the knee gap and the ROI can be used for 

conventional or blind feature extraction to improve the 

classification accuracy of 5 KL grade knee X-ray images. 

  

Fig. 9. Extracted region of interest (ROI) after final crop 

operation. Median filtered image after ROI. 
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Fig. 10.Binarized image showing clearly the gap between 

the knees. 

The framework for the proposed region of interest 

extraction is described in Algorithm 1. 

Algorithm 1 

 

Input – Original Knee image 

Output – Segmented Region of Interest 

 

Read the original image 

Blur the image using Gaussian kernel (3x3) 

Threshold the blurred image using threshold=80 

Multiply the original image and the binary image 

 

Crop the image vertically eliminating 50 rows from top 

and bottom 

Crop the image vertically – Extreme non-zero elements 

Resize the image – 128x128 

Find Lm, Sv and Gp - the first local maxima, strong valley 

and extreme global peak 

Crop the image using either equation (1) & (2) or (3) and 

(4) 

 

4. Results and Discussion 

Fig.11 shows the original images and the segmented output 

from each KL-grade classes from top to bottom. The knee 

gap obtained in the ROI clearly shows the difference and 

can be used for classification. The first output clearly 

shows a large gap between the two hard tissues. The 

distance between the joints in the second output is 

narrowed in the right lobe. In a similar manner, the spacing 

reduces for the class 3 and class 4 images. The structure of 

the inner hard tissues inside the gap and the texture pattern 

in the neighbourhood of the joint also play an important 

role in detecting the level of the knee Osteoarthritis. For 

class 0 (healthy) and 1 (doubtful), significant features 

pertaining to the lower and upper middle hard tissues need 

to be extracted. On the other hand, the distance between 

the upper and lower hard tissue need to be calculated 

accurately in the minimal osteoarthritis case. Whereas, the 

area of hard tissues coverage in the gap determines the 

moderate and the severe osteoarthritis. Considering 

distance as the primary feature, other textural and 

structural features can be obtained from the neighbourhood 

to improve the classification. The accuracy will depend on 

the quality of other fine and course features which will 

distinguish the KL-grades properly without ambiguity. We 

carried experiments over random samples from each class 

and found the values for thresholding. We experimented 

with other values of threshold and found that they produces 

better results of one set of images while their performance 

degrade on other images. The resultant images shows some 

distortion with respect to tiny areas which can be 

eliminated using any threshold based windowing method. 

  

 

  

 

Fig. 11. Original image and their segmented ROI 

5. Conclusion 

We have not used any contrast enhancement measure to 

remove the unevenness of the illumination. The 

segmentation output can be improved by properly 

controlling the dynamic range of the pixels. The challenge 
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is to incorporate a generalized system that would fit to all 

types of images as shown in Fig.1. The images were 

resized to 128x128, therefore the pixel distance will not 

measure the accurate distance between the upper and lower 

hard tissues. This will increase the probability of 

misclassification between especially class 0, 1 and 2. The 

proposed framework is able to distinguish the foreground 

and the background. Also, the unwanted regions are 

washed out making the ROI better for extracting 

concentrated and relevant features. The segmented output 

can be improved by adopting a quality noise removing 

filter which will retain the edge information and enhance 

the ROI.  
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