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Abstract: Software cost estimation stands as a critical phase in the software development life cycle, impacting budgeting, resource 

allocation, and project planning. The dynamic and complex nature of software projects, along with the rapid evolution of technology, 

necessitates an intelligent approach to cost estimation. This paper presents a comprehensive overview of the need for intelligent software 

cost estimation and delves into various methods employed to achieve accuracy and efficiency in estimations. It examines traditional models, 

such as COCOMO and Function Point Analysis, alongside modern techniques that leverage machine learning and artificial intelligence to 

adapt to the complexities of software projects. By comparing the effectiveness, challenges, and applicability of each method, the paper 

highlights the evolution of cost estimation practices and the growing importance of incorporating intelligence into these processes. It 

concludes with insights into future directions, emphasizing the integration of predictive analytics and data-driven decision-making in 

improving the reliability and precision of software cost estimations. Through this overview, the paper aims to provide stakeholders with a 

deeper understanding of intelligent cost estimation methods, facilitating better planning and management of software projects. 
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1. Introduction  

Furthermore, our research endeavour tackles the various 

challenges associated with various circumstances, such as 

the intricacy of the estimation problem, the challenge of 

gathering data, and the absence of reliable cost models. It 

identifies areas that need further research and makes 

suggestions for improving the accuracy of software cost 

prediction. Apart from providing a pragmatic perspective, 

the work enumerates case studies and illustrations that 

demonstrate the practical use of various cost estimation 

methodologies.  With the assistance of this review, our 

work provides an assessment of the current status of 

software cost estimation and makes recommendations for 

future advancements. A set of best practises, guidelines, 

and methods that have been shown to be successful in 

predicting software development costs should serve as the 

foundation for this methodology. [3] A thorough 

understanding of project management, software 

engineering, statistical analysis, and software 

development processes is necessary for the creation of a 

software cost estimation technique. The technique should 

consider the complexity and breadth of the software 

project and be flexible enough to work in a variety of 

software development contexts, including waterfall, agile, 

and hybrid. [4] In addition, this essay reviews the study's 

subtopics, which are listed below. 

1.1 Software cost estimation model 

The cost of producing a software application is estimated 

using mathematical models called software cost 

estimating models. [5] Project managers can utilise these 

models to make well-informed decisions regarding the 

resources, time, and cost required to finish a software 

development project. The Function Point Analysis (FPA), 

COCOMO, and Delphi Method are now the most widely 

utilised cost estimation methodologies. (6) An estimation 

approach called COCOMO (Constructive Cost approach) 

makes use of a number of parameters to forecast the price 

of a software project. The size, complexity, and kind of 

the software determine the parameters.  
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Fig 1: Software cost estimation model 

1.2 Model structure and components 

Input and output components are the two general categories 

into which model structure components are separated. The 

data that is utilised to construct the model is provided by the 

input components, while the model's output is produced by 

the output components. A model structure's constituent parts 

can be connected to one another in a number of methods, 

including relationships, data flows, and equations. [10–8] 

A model structure's constituent parts can also be arranged in 

many ways. They can be divided into groups according to 

categories like intermediate, output, and input components. 

{11] Subcategories, such as variables, equations, and 

functions, can then be created from these main categories. It 

is also possible to arrange the elements of a model structure 

in a hierarchical structure, in which the elements at lower 

levels are more specialised and those at higher levels are 

more general.To sum up, a model structure is a kind of 

abstract representation of a system made up of several 

components that stand in for different system elements. The 

components in question may comprise of input, output, and 

intermediate elements. A model structure's constituent parts 

can be arranged in a number of ways, including categories, 

subcategories, and hierarchical structures. 

1.3 Input variables and metrics 

Metrics and input variables are used in software project cost 

estimation. The input variables include the project's size, 

complexity, team composition, and timeliness. Common 

metrics include test cases, user stories, and lines of code. 

Additional measures include internet services, database 

items, and user interface displays. These metrics put a 

number on labour, materials, and travel costs associated 

with the project. A project cost estimate and a breakdown of 

the cost components are generated via cost estimating. 

 

The detailed analysis of the three different models in view 

with the input variables and different parametric basis can 

be described as follows:  

The algorithmic based methods are as shown in figure 2 

and it can be utilized with mathematical and historical data 

in order to predict the costs. Examples include COCOMO 

(Constructive Cost Model), which estimates costs based on 

project size and complexity parameters. Function Point 

Analysis measures the functionality delivered to users, 

aiding in cost estimation. PUTNAM ‘S Model/ SLIM 

considers various parameters such as lines of code, team 

productivity, and project  requirements to generate reliable 

estimates for project planning and decision-making in which 

above parameters will help in refine and optimizing the cost 

practices. 
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 Fig 2: Block Diagram of Algorithmic based    Fig 3: Block Diagram of Non-Algorithmic Methodologies 

 

2. Methodologies 

Non-algorithmic-based cost estimation methods are 

represented in figure 3 which rely on expert judgment, 

analogies, or historical data without explicitly using 

mathematical algorithms for estimation. Example include 

Expert Judgment relies on the insights and experience of 

individuals or a panel of experts to estimate project costs 

based on their domain knowledge, past experiences, and 

intuition. The Top-Down Approach involves estimating 

project costs at a higher level of abstraction, typically based 

on overall project characteristics or historical data. The 

Bottom-Up Approach breaks down project tasks or 

components into smaller, detailed elements, with costs 

estimated individually and then aggregated to derive the total 

project cost.The Price-to-Win Analogy refers to estimating 

project costs based on the competitor's pricing strategies or 

market benchmarks to develop a competitive bid or proposal, 

often used in competitive bidding environments such as 

government contracts or large-scale projects. 

The learning-oriented methods are as shown in figure 4, 

leverage on feedback mechanisms, historical data and refine 

the iterative development mechanisms for accuracy and 

reliability of the software cost with respect to time. Examples 

like Artificial Neural Networks (ANNs) are the 

computational models inspired by the structure and function 

of biological neural networks. Genetic Algorithms (GAs) 

are optimization algorithms inspired by the process of natural 

selection and genetics. Fuzzy Logic is a mathematical 

approach to dealing with uncertainty and imprecision in 

decision-making Bayesian Networks are probabilistic 

graphical models representing uncertain relationships 

between variables using directed acyclic graphs. Regression 

Trees are non-parametric supervised learning models used 

for regression tasks. Support Vector Machine is a 

supervised learning algorithm used for classification and 

regression tasks. SVM aims to find the hyperplane that best 

separates the classes in the input space by maximizing the 

margin between the nearest data points 

                                             

 

Fig 4: Block diagram of learning-oriented methods 

 

1.4 Problem statement 

Any software system's successful development depends on 

the process of software cost estimation. It entails the steps of 

determining the resources required to construct the system, 

estimating the cost of development, and analysing the 

software system's needs. Because it necessitates a thorough 

examination of the needs and resources needed to construct 

the software system, the process of estimating software costs 

can be extremely difficult. Understanding the development 

process and related expenses in great depth is also necessary 

for the cost estimation procedure. The goal of software cost 

assessment is to precisely ascertain the software system's cost 
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prior to the start of its development, guaranteeing the software 

system's successful and economical development. 

 

1.5 Objectives 

1. Create accurate estimates of software development costs 

by incorporating the resources, time, and materials necessary 

to complete the project. 

2. Identify and analyze cost drivers to accurately assess the 

financial impact of software development life cycle activities. 

3. Utilize quantitative methods such as parametric modeling, 

functional point analysis, and cost estimation models to 

improve the accuracy of software cost estimation. 

4. Develop and implement strategies to reduce software 

development costs without sacrificing quality or project 

timeline. 

3. Literature Review 

We took into consideration a number of research studies 

on the creation and design of software cost estimation, 

some of which are recent and are listed below.  

An overview of current software cost estimation methods 

is given in this work. It describes several methods for 

estimating software costs, such as expert judgement, 

algorithmic, and parametric methods. It also goes over the 

benefits and drawbacks of each method as well as the 

difficulties in estimating software costs. Along with 

reviewing previous studies in the area, the report offers 

recommendations for additional research. [12] An 

extensive analysis of software cost estimation methods is 

presented in this study. It describes a number of current 

methods, such as expert judgement, algorithmic, and 

parametric methods. It also covers the drawbacks and 

benefits of each method as well as the difficulties in 

estimating software costs. The study also examines 

previous studies in this area and makes recommendations 

for additional research. [13] 

An overview of the state of software cost estimation 

approaches is given in this work. It describes several 

methods for estimating software costs, such as expert 

judgement, algorithmic, and parametric methods. It also 

goes over the benefits and drawbacks of each method as 

well as the difficulties in estimating software costs. Along 

with reviewing previous studies in the area, the report 

offers recommendations for additional research. [14] This 

paper reviews the state of the software cost estimates field 

as well as the methods that are currently in use. It also 

covers how software cost estimation methods will develop 

in the future, taking into account newly developed fields 

like artificial intelligence and machine learning. 

Techniques including algorithmic, parametric, machine 

learning, and expert judgement techniques were included 

in the review. The review also covered the need for more 

research in this area as well as a number of issues related 

to software cost assessment. [15] 

A comparative comparison of software cost estimation 

methods is presented in this research. It examines current 

methods, such as expert judgement, algorithmic, and 

parametric methods. It also goes over the benefits and 

drawbacks of each method as well as the difficulties in 

estimating software costs. Along with reviewing previous 

studies in the area, the report offers recommendations for 

additional research. [16] A thorough analysis of software 

cost estimation methods is presented in this study. It 

describes a number of current methods, such as expert 

judgement, algorithmic, and parametric methods. It also 

goes over the benefits and drawbacks of each method as 

well as the difficulties in estimating software costs. Along 

with reviewing previous studies in the area, the report 

offers recommendations for additional research. [17] 

An extensive review of software cost estimation methods 

for 2021 and after is given in this study. There includes 

discussion of a number of cost assessment methods, 

including expert judgement, algorithmic, parametric, and 

analogy. The topic of complexity and uncertainty, among 

other parameters utilised in the estimating process, is also 

covered in the discussion. Along with discussing the many 

difficulties that arise when estimating software costs, the 

authors also suggest a framework for upcoming cost 

estimation techniques. [18] An extensive overview of 

software cost estimation methods is given in this work. 

Numerous cost estimation approaches are covered, 

including expert judgement, parametric, algorithmic, and 

analogy models. The topic of complexity and uncertainty, 

among other parameters utilised in the estimating process, 

is also covered in the discussion. Along with discussing 

the many difficulties that arise when estimating software 

costs, the authors also suggest a framework for upcoming 

cost estimation techniques. [19] 

An extensive review of Agile software cost estimation 

methods is given in this work. It looks at the many 

methods employed in Agile development and evaluates 

the benefits and drawbacks of each. It also describes how 

Agile software cost estimating may be made more 

accurate and efficient by utilising these strategies. [20] An 

extensive analysis of software cost estimation methods 

utilised in Agile development is presented in this study. It 

examines the several methods and strategies applied in the 

estimating process and gives a synopsis of their 

advantages and disadvantages. It also looks at the effects 

of the different methods and strategies applied in Agile 

development. [21] 

An overview of cost estimation in Agile software 

development is given in this document. It examines the 

several methods and strategies applied in the estimating 

process and gives a summary of their advantages and 
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disadvantages. It also looks at the effects of the different 

methods and strategies applied in Agile development. [22] 

The literature surveys on methodologies used in finding 

the software cost estimation a can be seen below 

Table 1 survey of different software cost estimation methodologies 

Year Author Methodology Pros Cons 

2023 K.D.D.Willis et al. 

[28] 

Bottoms-up 

estimation 

-Provides detailed 

estimates of costs 

-Can be used to estimate 

costs for individual 

components of the project 

-Can take into account 

changes in the project 

scope or timeline 

Can be time consuming to 

complete 

-Requires detailed 

knowledge of the project 

and its components 

2023 R.Glennie et al. 

[62] & R. Silhavy 

et.al. [26] 

Hidden Markov 

Models 

(HMM) 

Can model time-series data 

with hidden states and 

observations 

Can capture complex 

dependencies and patterns 

in sequential data 

Can be used for prediction, 

classification, and 

segmentation tasks 

Requires a significant 

amount of data and 

expertise to estimate the 

model parameters 

Can be computationally 

expensive to evaluate, 

particularly for long 

sequences 

Sensitive to the choice of 

model structure and 

assumptions about the 

underlying distribution 

2022 

2022 

E.M.D.S. Favero 

et.al. [27] 

R. Khoshfetrat 

et.al[29] 

Analogues 

estimation  

COCOMO 

-Provides a quantitative 

approach for estimating 

project cost, effort and 

time. 

-Offers a systematic way of 

evaluating the project 

characteristics such as size, 

complexity and risk. 

-Allows for early-stage 

estimation which enables 

early planning, budgeting 

and decision-making. 

 

-The model assumes that all 

projects are similar, which 

might not be true. 

-The accuracy of the model 

is dependent on the input 

data, which may be difficult 

to gather. 

-The model is not well 

suited for agile 

development 

methodologies. 

 

2022 U.K Nath et.al[30] Agile 

estimation 

-Agile estimating and 

planning helps teams adapt 

to changing requirements 

and priorities. 

-It allows for continuous 

feedback and 

improvement, leading to 

better project outcomes. 

-It is flexible, allowing for 

adjustments to be made 

throughout the project 

lifecycle. 

-It may be challenging to 

estimate accurately in an 

Agile environment, which 

can impact project 

timelines and budgets. 

-It may be difficult to 

prioritize features and 

requirements in a 

constantly changing 

environment. 
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-It requires a high level of 

team involvement and 

commitment. 

2022 F.Tahmasebinia 

et.al[31] 

Monte Carlo 

Simulation 

-Monte Carlo Simulation 

provides a probabilistic 

approach to project 

management, allowing for 

more accurate predictions 

and forecasts. 

-It can be used to analyze a 

wide range of variables and 

factors that impact project 

outcomes. 

-It can provide insight into 

the impact of different 

scenarios on project 

outcomes. 

-Monte Carlo Simulation 

requires a significant 

amount of data to be 

effective, which may not 

always be available. 

-It can be time-consuming 

and complex to implement 

and interpret. 

The accuracy of the results 

can be impacted by the 

assumptions and models 

used. 

2022 T.Wahyono 

et.al[33] 

Use Case 

Points (UCP) 

-Provides a simple and 

intuitive way to estimate 

the size and complexity of 

a project. 

-Allows for early stage 

estimation which enables 

early planning, budgeting 

and decision-making. 

-Can be used in 

combination with other 

estimation techniques. 

-The accuracy of the 

estimation is dependent on 

the quality of the use cases 

identified. 

-The model might not be 

suitable for all types of 

projects. 

-The model might not take 

into account all the factors 

that influence project cost. 

2022 N.A Avais Jan, 

Assad Abbas[36] 

Earned Value 

Management 

(EVM) 

-EVM provides a 

structured approach to 

project management, which 

can improve project 

performance. 

-It helps to identify project 

variances and deviations 

from the planned schedule 

and budget. 

-It can be used to forecast 

project completion dates 

and costs. 

-EVM requires a significant 

amount of time and effort to 

implement and maintain. 

-It may not be suitable for 

smaller projects or projects 

with low budgets. 

-It can be difficult to 

understand and interpret the 

data produced by EVM. 

 

2022 R. Wang et.al[39] Neural 

Networks 

-Capable of learning 

complex patterns and 

relationships from large 

datasets. 

-Can make predictions or 

classifications based on 

input data with high 

accuracy. 

-Can be used in a wide 

range of applications such 

-Requires a large amount of 

data to train and validate the 

network. 

-The process of designing 

and training a neural 

network can be time-

consuming and 

computationally intensive. 

-The internal workings of 

the network may be 
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as image recognition, 

natural language 

processing, and predictive 

maintenance. 

difficult to interpret or 

explain 

2022 M.A.Salam[46] Resource-

Based 

Estimating 

Allows for more accurate 

and detailed estimates, as it 

accounts for individual 

resources required for each 

task. 

 

Can be time-consuming 

and difficult to implement 

for large projects. 

Can be affected by external 

factors that affect resource 

availability and cost. 

2022 A. Kaur and K. 

Kaur[47] 

COSMIC 

Function Points 

(CFP) 

Provides a standardized, 

objective way to measure 

software functionality. 

Can be used to estimate 

project cost and duration 

accurately. 

Can be used across multiple 

platforms and software 

development methods. 

Can be difficult to 

implement due to the 

complexity of the 

measurement process. 

Requires a detailed 

understanding of software 

functionality. 

Can be affected by the 

quality of the requirements 

specifications. 

2022 X. Chen et.al[52] Principal 

Component 

Analysis 

(PCA) 

Can be used to identify 

underlying factors that 

affect multiple variables. 

Can be used to reduce the 

number of variables needed 

for analysis. 

 

Assumes a linear 

relationship between 

variables, which may not 

always be accurate. 

May not provide a clear 

understanding of the 

underlying factors affecting 

the data. 

2022 A.G Gad[63] Particle Swarm 

Optimization 

(PSO) 

Can optimize non-linear 

and non-convex functions 

with multiple variables 

Can converge to global 

optima with a relatively 

small number of iterations 

Can be sensitive to the 

choice of parameters, such 

as the number of particles 

and the inertia weight 

optimization problems 

Does not guarantee 

convergence to the global 

optimum 

2022 A.F Guven 

et.al[65] 

Ant Colony 

Optimization 

(ACO) 

Can find optimal or near-

optimal solutions for 

complex problems 

Can handle problems with a 

large search space 

Can adapt to changing 

environments 

Easy to implement and 

parallelize. 

Can be slow for large 

problems 

Requires a large number of 

iterations to converge to 

optimal or near-optimal 

solutions 

Can be sensitive to 

parameter settings, such as 

the evaporation rate and 

pheromone update rules 
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2022 M.F Ahmed 

et.al[67] 

Differential 

Evolution 

Can efficiently optimize 

high-dimensional and non-

linear functions 

Does not require gradient 

information 

Easy to implement and can 

handle noisy functions 

Has a low computational 

cost 

Might converge slowly to 

the optimal solution 

Difficult to tune the 

parameters 

Needs a large population to 

obtain accurate results 

Can suffer from premature 

convergence if parameters 

are not chosen correctly 

2022 S. Liu et.al[70] L. 

Horvath et.al[23] 

Firefly 

Algorithm 

Can handle multimodal 

optimization problems with 

a large number of variables 

Converges faster than some 

other optimization 

algorithms 

Might converge to 

suboptimal solutions 

Requires careful parameter 

tuning 

Can get stuck in local 

optima 

Needs a large population 

size for accurate results. 

2021 S.Stappert 

et.al[24] 

Parametric 

Cost 

Estimation 

Provides a more accurate 

estimate of costs 

-Allows for the use of 

historical data and industry 

standards to generate 

estimates 

-Can be used for both initial 

and ongoing cost estimates 

-Requires detailed 

knowledge of the project 

and its associated 

components 

-Can be costly and time 

consuming to implement 

2021 KaeJang and W.J 

Kim[25] 

Delphi method -Provides an unbiased 

estimate of costs 

-Can be used with limited 

knowledge of the project 

-Can be completed in a 

short period of time 

Results can be affected by 

personal biases of 

participants 

-Accuracy of results can be 

difficult to determine 

2021 M.S. Islam 

et.al[32] 

Expert 

Judgement  

-Provides a structured way 

to gather expert opinions on 

project cost and time. 

-Can be used for both small 

and large projects. 

-The accuracy of the 

estimation is dependent on 

the quality of the expert 

opinions gathered. 

-The model might not take 

into account all the factors 

that influence project cost 

2021 W. Van Atteveldt 

et.al[34] 

Three-Point 

Estimation 

-Provides a more accurate 

estimate than a single-point 

estimation. 

-Takes into account the 

uncertainty and risk 

associated with the project. 

-Can be used in 

combination with other 

estimation techniques. 

-The model assumes that 

the distribution of the 

estimates follows a certain 

pattern, which might not be 

true. 

-The accuracy of the 

estimation is dependent on 

the quality of the input data. 
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2021 J. Zhou et.al[35] Analogous 

Estimating 

-Provides a quick and easy 

way to estimate project cost 

and time. 

-Can be used when little 

information is available on 

the project. 

-Can be used in 

combination with other 

estimation techniques. 

-The accuracy of the 

estimation is dependent on 

the quality of the historical 

data used. 

-The model might not take 

into account all the factors 

that influence project cost. 

 

2021 A.N. Khan 

et.al[37] 

Decision Tree 

Analysis 

-Decision Tree Analysis 

provides a structured 

approach to decision-

making, allowing for more 

informed and effective 

choices. 

-It can be used to analyze 

complex data and identify 

patterns and trends. 

-Decision Tree Analysis 

can be time-consuming and 

complex to implement and 

interpret. 

-It may require a significant 

amount of data to be 

effective, which may not 

always be available. 

2021 M. Forgione and 

Dipa[38] 

Cost-Benefit 

Analysis 

(CBA) 

-Provides a framework to 

evaluate the costs and 

benefits of a project or 

decision. 

-Helps in identifying the 

most feasible and cost-

effective option. 

-Aids in the decision-

making process by 

providing a quantitative 

assessment of the potential 

outcomes. 

-The process of assigning 

values to intangible 

benefits or costs may be 

subjective. 

-The accuracy of the 

analysis depends heavily on 

the quality and 

completeness of the data 

used. 

-The analysis may not 

consider the broader social, 

environmental, or ethical 

implications of a decision. 

2021 N. Rankovic 

et.al[40] 

Artificial 

Intelligence 

(AI) 

-Enables automation and 

optimization of complex 

tasks that were previously 

difficult or impossible to 

achieve. 

.-Can be applied in a wide 

range of domains such as 

healthcare, finance, and 

manufacturing. 

-The use of AI raises ethical 

and social concerns such as 

bias, privacy, and job 

displacement. 

-The complexity of AI 

systems makes them 

difficult to regulate and 

control. 

 

2021 A.H Ibrahim and 

L.M 

Elshwadfy[41] 

Quality 

Function 

Deployment 

(QFD) 

-Helps in translating 

customer requirements into 

specific product or service 

features. 

-Provides a structured 

approach to design and 

development. 

-Can help in identifying 

potential quality issues and 

-The process can be time-

consuming and resource-

intensive. 

-The quality of the output is 

heavily dependent on the 

quality of the input data. 

-The approach may not be 

effective for highly 
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improvement opportunities 

early in the process. 

complex or dynamic 

products or services. 

2021 A. Singh and S. 

Kumar[42] 

Fuzzy logic 

estimation 

-Fuzzy Logic Estimation 

provides a more nuanced 

approach to project 

estimation, taking into 

account uncertainty and 

imprecision. 

-It can provide insight into 

the impact of different 

scenarios on project 

outcomes. 

-Fuzzy Logic Estimation 

can be complex and 

difficult to understand and 

interpret. 

The accuracy of the results 

can be impacted by the 

assumptions and models 

used. 

2021 H.O Schmidt[43] Program 

Evaluation and 

Review 

Technique 

(PERT) 

Provides a probabilistic 

estimate of project duration 

and cost. 

Useful for managing 

complex or uncertain 

projects. 

Can help in identifying 

critical path activities and 

potential risks. 

The accuracy of the 

estimate is heavily 

dependent on the quality of 

the input data. 

The approach may be time-

consuming and resource-

intensive. 

The use of a probabilistic 

estimate may be difficult 

for stakeholders to 

understand or accept. 

2021 F. Elghaish 

et.al[44] 

Design 

Structure 

Matrix (DSM) 

Provides a visual 

representation of the 

relationships between 

different components or 

activities in a system. 

Useful for managing 

complex or interdependent 

projects. 

The approach may not be 

suitable for highly dynamic 

or rapidly changing 

systems. 

The accuracy of the DSM is 

heavily dependent on the 

quality of the input data. 

2021 A. Karimi and T.J 

Gandomani[45] 

Function-Based 

Estimating 

Easy to understand and 

implement. 

Provides a quick estimate 

of project cost and 

duration. 

Can be used for any type of 

project, regardless of 

complexity. 

Highly dependent on the 

accuracy of assumptions 

and estimations made 

during the planning phase. 

Limited accuracy due to the 

inability to account for 

project-specific 

complexities. 

 

2021 M.O. Sanni-

Anibire et.al[48] 

Simple Linear 

Regression 

Provides a simple way to 

identify and analyze the 

relationship between two 

variables. 

Can provide insights into 

how changes in one 

variable affect another. 

. 

Assumes a linear 

relationship between 

variables, which may not 

always be accurate. 

Does not account for other 

factors that may affect the 

relationship between 

variables. 
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2021 T.A. Trunfio 

et.al[49] 

Multiple 

Regression 

Analysis 

Allows for the analysis of 

the relationship between 

multiple variables 

simultaneously. 

Can account for the 

influence of other factors 

that may affect the 

relationship between 

variables. 

 

Requires a significant 

amount of data to be 

effective. 

Assumes a linear 

relationship between 

variables, which may not 

always be accurate. 

May be affected by outliers 

or anomalies in the data. 

2021 B.Liu,et.al[50] Stepwise 

Regression 

Can be used to identify the 

most important variables in 

a complex dataset. 

Can provide insights into 

how changes in one 

variable affect another. 

Can be used to make 

predictions about future 

outcomes based on 

historical data 

May be affected by outliers 

or anomalies in the data. 

May miss important 

relationships between 

variables that are not 

included in the analysis. 

Can be time-consuming 

and computationally 

intensive. 

2021 D. Lakens and 

A.R Caldwell[51] 

Factor Analysis Can be used to identify 

underlying factors that 

affect multiple variables. 

Can be used to reduce the 

number of variables needed 

for analysis. 

Requires a significant 

amount of data to be 

effective.Assumes a linear 

relationship between 

variables, which may not 

always be accurate. 

2021 Khan et.al[37] Cluster 

Analysis 

-Helps in identifying and 

grouping similar data 

points together, which can 

lead to insights and patterns 

that may not have been 

apparent before. 

 

-Cluster analysis is highly 

dependent on the choice of 

clustering algorithm, and 

choosing the wrong 

algorithm can lead to 

inaccurate results. 

 

2021 D.Gauman, S. 

Delgado and 

J.Perez[53] 

Self-

Organizing 

Maps (SOM) 

-Can be used for a wide 

range of applications, 

including image 

recognition, data 

visualization, and feature 

extraction. 

-Can handle noisy and 

incomplete data without the 

need for data 

preprocessing. 

-SOM requires a large 

amount of data to be 

effective, and small 

datasets may not produce 

accurate results. 

-SOM can be 

computationally expensive, 

especially when dealing 

with large datasets. 

2021 D. Zhao et.al[54] K-Nearest 

Neighbor 

(KNN) 

-KNN is simple and easy to 

implement, making it a 

good choice for a wide 

range of applications. 

-The choice of k can 

significantly affect the final 

results, KNN is sensitive to 

the choice of distance 

metric, and choosing the 

wrong metric can lead to 

inaccurate results. 
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-KNN can handle both 

classification and 

regression problems. 

2021 A. Saeed et.al[55] Top-Down 

Estimating 

-Provides a quick and high-

level estimate of project 

costs. 

-Useful for initial planning 

and budgeting. 

-Can help in identifying 

potential cost drivers and 

risks. 

-The accuracy of the 

estimate may be low, 

especially for complex or 

uncertain projects. 

-The estimate may not be 

useful for detailed cost 

management or control. 

2021 A. S. Filippetto 

et.al[56]  

V. Jackins 

et.al[57] 

Design 

Structure 

Matrix (DSM) 

Helps to visualize complex 

interdependencies between 

different components in a 

system or project 

Can help to manage 

complexity and improve 

efficiency in large-scale 

projects 

Limited ability to capture 

temporal or causal 

relationships between 

components 

Can become unwieldy and 

difficult to interpret with 

large numbers of 

components 

 

2021 M. Fan and A. 

Sharma[58] 

Support Vector 

Machines 

(SVM) 

Effective for classification 

and regression tasks, 

particularly with high-

dimensional data 

Can be less prone to 

overfitting than some other 

models 

Can be computationally 

expensive for large datasets 

Choice of kernel function 

and tuning parameters can 

have a significant impact on 

performance 

 

2021 I.Wikramasinghe 

et.al[59] 

Naive Bayes Simple and 

computationally efficient 

Can work well with small 

datasets and high-

dimensional feature spaces 

Can handle both 

categorical and continuous 

data 

Assumes independence 

between features, which 

may not hold true in 

practice. Can be sensitive to 

irrelevant or noisy features 

Limited ability to capture 

complex relationships in 

the data 

2021 P D’Souza and H 

D’Souza[60] 

Bayesian 

Networks 

Can capture complex 

relationships and 

dependencies between 

variables 

Can be used for both 

prediction and causal 

inference 

Provides a transparent and 

interpretable representation 

of the underlying model 

Can be computationally 

expensive to build and 

evaluate 

May suffer from the 

"explaining away" 

problem, where evidence 

for one hypothesis reduces 

the probability of another 

2021 B. Mor, S. 

Garhwal and 

A.Kumar[61] 

Markov 

Models 

Can model time-series data 

with a simple and 

transparent framework 

Assumes the Markov 

property, where the current 

state depends only on the 
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Can capture dependencies 

between observations at 

different time points 

Can be used for prediction 

and decision-making 

previous state, which may 

not hold true in practice 

Can be sensitive to the 

choice of model order and 

assumptions about the 

underlying distribution 

2021 C. Kim,R. Batra 

et.al[64] 

Genetic 

Algorithms 

(GA) 

Can handle complex and 

non-linear optimization 

problems 

Finds optimal or near-

optimal solutions in a 

reasonable amount of time 

Can be applied to problems 

where little information is 

available about the problem 

domain 

Requires a large number of 

evaluations to find optimal 

or near-optimal solutions 

Can be computationally 

expensive for large 

problem spaces 

Difficult to choose 

appropriate parameters, 

such as population size and 

mutation rate 

2021 M. Fan and A. 

Sharma[58] 

Simulated 

Annealing 

Can escape local optima 

and explore a broader 

search space Can be used 

with any objective function 

or problem domain Works 

well with large, complex 

search spaces Can find the 

global optimum with high 

probability if given enough 

time 

Can be computationally 

expensive, particularly for 

large search spaces 

Requires careful tuning of 

parameters 

Can get stuck in local 

optima if the cooling 

schedule is not chosen 

correctly 

 

2021 C. Kahraman and 

E. Bolturk[66] 

Hill Climbing Simple and easy to 

implement Can be fast for 

small search spaces 

Finds the first local 

optimum quickly 

Easily gets stuck in local 

optima 

Cannot handle multi-modal 

problems or non-convex 

optimization problems 

2021 D.L. Loung 

et.al[68]  

M. Dubey 

et.al[69] 

Evolutionary 

Programming 

(EP) 

Works well for optimizing 

noisy functions 

Can handle problems with a 

large number of variables 

Can find global optima 

Requires parameter tuning 

Can be slow to converge for 

complex problems 

Not efficient for problems 

with constraints. 

4. Summary of the Comprehensive Approach 

for Software Cost Estimation.  
a. Software Cost Estimation: The process of predicting 

the amount of effort, time, and resources required to 

develop or maintain software projects. 

b. Intelligent Systems: Advanced computational 

systems that utilize machine learning, artificial 

intelligence, and data analytics to simulate human 

intelligence processes. 

c. Machine Learning (ML): A subset of artificial 

intelligence that enables systems to learn and 

improve from experience without being explicitly 

programmed. 

d. Artificial Intelligence (AI): The simulation of human 

intelligence processes by machines, especially 

computer systems, enabling them to perform tasks 

that typically require human intelligence. 

e. COCOMO (Constructive Cost Model): A widely 

used software cost estimation model that calculates 

project costs based on historical data and project 

parameters. 

f. Function Point Analysis (FPA): A method for 

measuring the size of software development based 
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on the functionality delivered to the user, facilitating 

cost and effort estimation. 

g. Predictive Analytics: The use of data, statistical 

algorithms, and machine learning techniques to 

identify the likelihood of future outcomes based on 

historical data. 

h. Data-Driven Decision Making: The process of 

making decisions based on the analysis of data rather 

than intuition or observation alone. 

i. Project Planning: The phase in the software 

development life cycle that involves defining project 

goals, scope, budget, timeline, and resources. 

j. Resource Allocation: The process of assigning and 

managing assets in a manner that supports an 

organization's strategic goals. 

k. Budgeting: The process of creating a plan to spend 

an organization's resources, outlining the estimated 

costs and revenues associated with a project. 

l. Complexity: In the context of software development, 

refers to the degree of difficulty in understanding, 

designing, and managing a software project due to 

its size, structure, and interdependencies. 

m. Adaptive Systems: Systems that are capable of 

adjusting their operation or structure in response to 

changes in the environment or feedback from the 

performance. 

n. Efficiency: In software cost estimation, refers to the 

ability to achieve accurate estimations with minimal 

time, effort, and resources. 

o. 15. Accuracy: The degree to which the result of a 

measurement, calculation, or specification conforms 

to the correct value or a standard.

5. Conclusion 

The exploration of intelligent software cost estimation 

methods reveals a significant shift towards incorporating 

advanced analytics, machine learning, and artificial 

intelligence to tackle the inherent challenges of predicting 

software project costs accurately. Traditional models, while 

foundational, often fall short in addressing the dynamic and 

complex nature of contemporary software development 

projects. The comparative analysis of various estimation 

methods underscores the imperative for a more adaptive and 

data-driven approach. As the software industry continues to 

evolve, the integration of intelligent systems into cost 

estimation processes emerges as a critical factor for 

enhancing accuracy, efficiency, and project success. Future 

advancements in technology and methodology are expected 

to further refine and optimize cost estimation practices. This 

comprehensive overview highlights the necessity of 

embracing intelligent estimation methods, offering valuable 

insights for researchers, practitioners, and project managers 

aiming to navigate the complexities of software project 

planning and execution. By fostering a deeper understanding 

of these methods, the paper contributes to the ongoing 

efforts to improve project outcomes through more effective 

and informed cost estimation. 
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