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Abstract: The COVID-19 pandemic was once in a century event with massive losses of human life, along with unprecedented financial 

and social losses worldwide. Detecting the disease early and accurately has shown to be one of the most effective ways to reduce the 

number of casualties. In addition, there have been significant limitations on the number of scans performed and the amount of time 

radiologists may spend analyzing the results to determine the severity of the diseases and potential future advancement due to the 

unexpected spike in cases. Thus methods are being investigated for automated techniques that could reduce some of the strain on the 

healthcare system to provide rapid and correct diagnoses. Moreover, identifying potential hotspots for such diseases in future can help in 

deciding upon micro-containment zones which can be a proactive step in hindering the rapid spread of the disease. Several machine learning 

and deep learning based approaches have been investigated for either classification or images or identifying potential hotspots. This paper 

presents a data driven method to classify Covid-19 images along with identifying potential pandemic hotspots so as to aid both the treatment 

process along with stopping spread of pandemics in the future. A comparative analysis has been presented with respect to present state of 

the art machine learning and deep learning algorithms to weigh the performance of the proposed approach. Results indicate the improved 

performance of the proposed data driven approach with probabilistic classification compared to baseline approaches. 

Keywords: Novel Coronavirus, COVID-19 Pandemic, Automated Detection, Probabilistic Classification, Deep Neural Networks. 

1. Introduction 

Modern The human interaction with pandemics has been 

sporadic with the last pandemic encountered in recent 

history was the Spanish flu in the previous century [1]. The 

Covid-19 pandemic was a catastrophic occurrence of 

unprecedented measure wherein enormous losses of human 

life took place [2]. The situation catapulted to a massive 

financial recession and economic slowdown whose effects 

are being felt presently [3]. As the pandemic subsided with 

widespread containment zones, development of vaccines 

and development of herd immunity, it was realized that a 

much more proactive approach needs to be developed in 

order to deal with similar future events. There are important 

lessons to be gained from this current catastrophe in order 

to better anticipate and prepare for pandemics in the future 

[4]. The significance of early discovery and quick action is 

covered in the first important lesson. Before appropriate 

countermeasures could be put in place, COVID-19 was able 

to spread throughout the world due to the delayed awareness 

of its seriousness [5]. In order to quickly identify and 

address new threats, future pandemic preparedness should 

priorities strengthening surveillance systems, international 

collaboration, and information sharing [6]. 

Numerous vulnerabilities were made apparent by the 

COVID-19 pandemic's burden on healthcare services. 

Investments in healthcare infrastructure, such as enough 

medical supplies, skilled medical personnel, and flexible 

systems that can handle spikes in cases, are necessary to 

prepare for future pandemics [7]. International cooperation 

and synchronization are critical. Because of the 

interdependence of today's world, fighting pandemics 

requires cooperation from all parties. It will be essential to 

manage and avert future health crises to enhance 

international cooperation in areas like vaccination 

distribution, data exchange, and resource allocation [8]. 

Technological developments in the fields of vaccine 

research, antiviral therapy, and diagnostic technologies are 

essential to being prepared for pandemics [9]. Maintaining 

a commitment to research and innovation will put the globe 

in a better position to respond to future pandemics [10]. A 

critically important finding of the present COVID-19 

pandemic was the use of data driven machine learning 

models for both diagnosis and well as planning containment 

zones to stop the widespread and rapid spread of the disease. 

This paper presents a data driven approach which serves two 

major purposes [11]-[12]: 

1. Classifying images as Covid positive or negative. 

2. Analyzing data patters to evaluate the potential of a 

region to harbor high density Covid cases (becoming a 

hotspot). 

These two objectives are imperative to fight pandemics in 

future, if need be. Machine Learning and Deep Leaning 
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based approaches have been explored to address the 

aforesaid problems and the results have been promising 

[13]. 

2. Related Work  

Several approaches have been explored to classify CT or 

MRI image into Covid positive or negative cases employing 

statistical feature extraction followed by machine learning 

approaches or deep learning approaches. Moreover, data 

driven approaches have also been explored for predictive 

identification of potential hotspots. A brief summary of such 

approaches has been presented in table 1. 

  

Table. 1 Summary of noteworthy contribution in the field. 

Authors Publication Approach Results and Finding 

Zhang et al. Elsevier 2022 A deep learning based 

approach to identify point 

of interest (POI) in 

epidemic hotspots. 

Risk factors (features) used to train a 

generative adversarial network (GAN) 

to identify point of interest (POI) in 

urban areas. 

Xu et al. Elsevier 

2022 

A deep learning based 

model for forecasting 

future Covid cases. 

Long Short  Tem Memory (LSTM) 

obtained forecasting accuracies 

between 90% to 98% for different 

geographic locations.  

Rashid et al.  Springer 2023 Analysis of novel 

Coronavirus using 

machine learning 

approaches. 

Mean accuracy of 92.9% was obtained 

through supervised machine learning 

algorithms such a neural networks. 

Mollaloa et al. Elsevier 

2021 

Feature selection along 

with Support Vector 

Machine (SVM) 

employed for identifying 

the hotspots and age-

adjusted mortality rates 

Classification accuracy of 91% 

achieved through the SVM based 

approach which depicted quick 

performance saturation. 

Khan et al.  MDPI  2020 A proactive approach in 

identifying potential 

hotspots prediction 

employing deep neural 

networks 

Accuracy of 79% obtained through 

Long Short Term Memory (LSTM) 

model. 

Akbarimajdet al.  Elsevier  

2022 

Convolutional Neural 

Network (CNN) with 

noise map layer to 

identify noisy and non-

noisy pixel regions, for 

accurate classification 

Accuracy of 72% achieved with 

impulse noise added X-Ray images 

which are difficult to analyse through 

conventional deep learning models 

such as CNN, SqeezeNet, and ResNet. 

Proposed approach beats ResNet 18 

and ResNet 50 by 2% 

Aslan et al. Elsevier 2022 CNN and Bayesian 

Optimization 

Highest accuracy of 96.29% achieved for 

Bayesian Optimization for 

Hyperparameters. 

Momeny et al. Elsevier  

2021 

Autoencoder based CNN 

to generate images with 

impulse and Gaussian 

noise for clearer 

demarcation of noise 

affected X-Ray images. 

Proposed system attains sensitivity of 

0.808, specificity of 0.915, and F-

Measure of 0.737. 
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Das et al. Elsevier  

2020 

Transfer learning with 

Inception Net. 

Accuracy of 97.406 attained for the 

Inception Net transfer learning model. 

 

Zebari et al. IEEE 

2020 

Feature extraction 

through Local Binary 

Pattern (LBP), Fractal 

Dimension (FD), and 

Grey Level Co-

occurrence Matrices 

(GLCM) followed by 

classification by support 

vector machine (SVM) 

LBP, FD and GLCM feature based 

classification attains accuracy of 

89.87%, 87.84%, and 90.98% while 

the proposed fusion based features 

attain an accuracy of 96.91%. 

Gannour et al. IEEE 

2020 

Deep Learning Models 

VGGNet, InceptionNet, 

ExceptionNet, ResNet 

and MobileNet 

employed. 

Highest accuracy of 97% attained with 

InceptionNet with ADAM optimizer. 

 

3. Methodology 

The proposed approach entails image-processing followed 

by feature extraction and classification to classify positive 

and negative cases [24]. While several deep learning 

approaches such as variants of CNNs are available at our 

disposal, yet the copious amounts of data and processing 

power needed to train the algorithms is extremely large to 

attain significantly high classification accuracy [25]. 

Alternatively an image processing based approach coupled 

with feature extraction is presented in this paper so as to 

overcome the challenge of extremely large datasets [26].  

Data Pre-Processing 

The first step though is the removal of noise from raw 

captured images, whose sources can be:  

1) Addition of electronic noise in the image due to 

the use of amplifiers in the sensing device which 

is also termed as white or Gaussian noise [27]. 

2) The abrupt change or spikes in the analog to 

digital converters sued in the circuity of the 

fundus image causing salt and pepper noise 

patterns [28]. 

3) The multiplicative noise effect due to the 

inconsistent gain of the adaptive gain control 

(AGC) circuity used for capturing or retrieving the 

fundus image 29 []. 

4)  The lack of pixels while capturing the image 

resulting in frequency mean valued interpolations 

in the reconstructed image causing Poisson image 

[30]- [31]. 

The removal of noise effects is fundamentally important as 

noisy images would result in erroneous feature extraction 

leading to inaccurate classification of the CT/MRI images 

[32]. Contrary to conventional Fourier based methods, the 

wavelet transform is made us of non-smooth Kernel 

functions such as Mayer, Haar, Coif etc [33]-[34]. The 

essence of the transform lies in the fact that the wavelet 

transform separates the low frequency and high frequency 

components as the approximate co-efficient (𝐶𝐴) and 

detailed co-efficient (𝐶𝐷) of the transform. Generally, 

detailed co-efficient (𝐶𝐷) and a low frequency resolution 

component termed as the detailed co-efficient (𝐶𝐴) [35]..  

Retaining the low frequency component(𝐶𝐴) while 

discarding the higher frequency component(𝐶𝐷) for a 

number of iterations helps in removal of the baseline noise 

of the system [36]. One of the most effective hyperspectral 

image restoration techniques is based on the sub-band 

decomposition of images into low pass and high pass signal 

values using the wavelet transform [37]. The wavelet 

transform, unlike the conventional Fourier methods uses 

non-linear and abruptly changing kernel functions which 

show efficacy in analysing abruptly fluctuating signals such 

as images. The continuous and the discrete wavelet 

transforms are computed as: 

𝑪𝑾𝑻(𝒙, 𝒔, 𝜹) = 𝒔
𝟏

𝟐 ∫ 𝒙(𝒕)
∞

−∞
∅∗(

𝒕−𝒔

𝜹
)𝒅𝒕                 (1) 

Where, 

𝑠, 𝛿 ∈ 𝑅 represent the scaling (dilation) and shifting 

(translation) constants constrained to the condition 𝛿 ≠ 0. 

∅∗ is the Wavelet Family or Mother Wavelet 

𝑡 is the time variable 

𝑥(𝑡) is the time domain data.  
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For implementing the wavelet transform on the image 

dataset, the sampled version of the continuous wavelet 

transform yields the discrete wavelet transform given by: 

𝑫𝑾𝑻(𝒙, 𝒎, 𝒏) = 𝜹𝟎
𝒎

−𝟏

𝟐 ∑ 𝒙(𝒊)∅∗ [
𝒏−𝒊𝒔𝟎

𝒎

𝒔𝟎
𝒎 ]𝒊              (2) 

Where, 

𝑥(𝑖) is the discrete 𝑘 × 1 vector. 

𝑠0
𝑚 is the discrete scaling constant. 

𝑖𝑠0
𝑚 is the discrete shifting constant. 

The discrete wavelet transform yields two distinct low and 

high pass values based on the number of levels of 

decomposition and wavelet family given by the approximate 

co-efficient (CA) and detailed co-efficient (CD) [38]. The 

approximate co-efficient values are typically the low pass 

values containing the maximum information content of the 

image while the detailed co-efficient values account for the 

noisy spectral part. Retaining the low pass co-efficients and 

recursively discarding the high pass co-efficients allows to 

de-noise the image [39]. The choice of the wavelet family 

impacts the estimation of the noise gradient vector given by 

[40]: 

𝑮𝑵 = 𝒌
𝛁𝑰

𝛁𝑰𝑭
                                                  (3) 

The value of the second order normalizing gradient as a 

function of spatial co-ordinates is given by: 

𝒒(𝒙, 𝒚) = √
𝒄𝟏(𝛁𝑰

𝑰𝑭
⁄ )𝟐+𝒄𝟐(𝛁𝟐𝑰

𝑰𝑭
⁄ )𝟐

(𝟏+𝒄𝟑(𝛁𝟐𝑰
𝑰𝑭

⁄ )𝟐
                                  (4) 

Here, 

𝐼 denotes the original image. 

𝐼𝐹  denotes the fused image after normalization. 

𝑮𝑵denotes the normalizing gradient. 

∇ represents the gradient. 

∇2 represents the Laplacian. 

Feature Extraction 

The next step is the statistical feature extraction  of image 

features expressed as [41]: 

a) Mean or average value: 

𝑴𝒆𝒂𝒏 𝒐𝒓 𝝁 =
𝟏

𝑵
∑ 𝒇𝒊𝑿𝒊

𝑵
𝒊                                         (5) 

b) Standard Deviation: 

 𝒔𝒅 = √
𝟏

𝑵
∑ (𝑿𝒊 − 𝝁)𝟐𝑵

𝒊                                       (6) 

c) Energy which is also considered as the secondary 

moment: 

𝑬𝒏𝒆𝒓𝒈𝒚 = ∑ |𝑨𝒊,𝒋|
𝟐𝒏

𝒊,𝒋                                           (7) 

 

d) Variance is the squared value of s.d. given by: 

𝒗𝒂𝒓𝒊𝒂𝒏𝒄𝒆 = 𝒔𝒅𝟐                                                  (8) 

 

e) Contrast which is the deviation among the mean 

and differential change in illuminance: 

𝑪𝒐𝒏𝒕𝒓𝒂𝒔𝒕 = √
𝟏

𝒎𝒏
∑ [𝑿(𝒊, 𝒋) − 𝝁(𝒊, 𝒋)]𝟐𝒎,𝒏

𝒊,𝒋              (9) 

f) Entropy which is the statistical average 

information content defined as: 

𝑬 = −𝑷(𝑰𝒙,𝒚)𝒍𝒐𝒈𝟐𝑰𝒙,𝒚                                          (10) 

g) Homogeneity which is the similarity among the 

pixel value distribution: 

𝑯 = ∑
𝑷𝑰,𝑱

𝟏−[𝒊−𝒋]𝟐

𝒎,𝒏
𝒊,𝒋                                                 (11) 

h) Correlation which is the similarity overlap among 

pixel values: 

𝑪𝒐𝒓𝒓𝒆𝒍𝒂𝒕𝒊𝒐𝒏𝒊,𝒋 = ∑
(𝒊−𝒖𝒙)(𝒋−𝝁𝒋)𝑷𝒋𝒙,𝒚

𝒔𝒅𝒙𝒔𝒅𝒚

𝒎,𝒏
𝒊,𝒋                 (12) 

i) Root Mean Square Value which is defined as the 

squared root of the squared mean of values in the 

random distribution defined as: 

𝒓𝒎𝒔 = √
∑ 𝑿𝒊

𝒏
𝒊=𝟏

𝒏
                                                (13) 

The normalizing factor for the gray covariance matrix 

(GLCM) is defined as: 

𝑵 =
𝑿𝒊,𝒋

∑ ∑ ∗𝑿𝒊,𝒋
𝒏−𝟏
𝒋=𝟎

𝒎−𝟏
𝒊=𝟎

                                                       (14)  

Here, 

𝑋𝑖 denotes random variable X 

𝑓 denotes the frequency of occurrence 

𝐼𝑥,𝑦 denotes the image 

𝑚, 𝑛 denotes pixels 

𝑚𝑒𝑎𝑛 denotes avg. illuminance  

A denotes the amplitude 

𝑁 denotes levels of normalized GLCM matrix 

𝑝𝑖,𝑗 denotes the normalized GLCM matrix 

𝑃 denotes probability 

The design of the automated classifier is critically important 

as the accuracy of classification critically depends on the 

design of the classifier. Generally, positive and negative 
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CT/MRI images show overlapping feature values. Hence a 

probabilistic approach is often effective. An image 

processing is practically carried out in hospitals to medical 

facilities, hence deep learning algorithms which need large 

computational resources may render infeasibility to even a 

novel and accurate approach [42]. This leads to a natural 

inclination towards the Bayesian Regularization algorithm 

[43].  

the labelled data vector 𝑇𝑟 = [𝑓1 … … … . 𝑓12]𝑛𝑜 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑠 is 

fed to the bayesian regularized ann. the brann is chosen as it 

is an effective classifier. it works on the principle of Baye’s 

theorem of conditional probability. After the BRANN is 

trained, in the testing phase, the BRANN calculates the 

probability of an element to belong to a particular category 

[44]. For a multi-class decision, the higher probability of a 

particular class decides the category of the data. In case of 

the BRANN tries to find out the probability of an image to 

be actually positive based on the probability before passing 

the judgement. For this, the important assumption which the 

BRANN makes is that of the accuracy of the classifier [45]. 

This is dependent on the training accuracy which is 

available to the classier (on completion of training) and the 

number of positive images in the dataset (already available 

to the classifier as the dataset provided by the user, which 

the classifier assumes to be true). The same logic applies to 

the negative images [46]. 

The training rule for the approach is based on the Bayes 

theorem of conditional probability which is effective for 

classifying overlapping feature vectors, based on a penalty 

𝝆 =
𝝁

𝒗
 . The weights are updated based on the modified 

regularized cost function [47]: 

𝑭(𝒘) = 𝝁𝒘𝑻𝒘 + 𝒗[
𝟏

𝒏
∑ (𝒑𝒊 − 𝒂𝒊)

𝟐𝒏
𝒊=𝟏 ]                    (15) 

If (𝜋 ≪ 𝑣): Network error are generally low.  

else if (𝜋 ≥ 𝑣): Network errors tend to increase, in which 

case the weight magnitude should be reduced so as to 

limit errors (Penalty). 

This is done be maximizing the weight Posteriori 

Probability using the Bayes theorem of Conditional 

Probability as: 

𝑷(⟨𝒘|𝑿⟩,  𝝁,  𝒗)                                 (16)        

The proposed training algorithm is presented next. 

Proposed Algorithm: 

Step.1: Initialize weights 𝒘 and learning rate 𝝁 

randomly, set maximum iterations as 

𝑴𝒂𝒙𝒊𝒕𝒓 = 𝟏𝟎𝟎𝟎, 𝒆𝒕𝒐𝒍𝒆𝒓𝒂𝒏𝒄𝒆 = 𝟏𝟎−𝟔 

Step.2: 𝒇𝒐𝒓 𝑖 = 1: 𝑀𝑎𝑥𝑖𝑡𝑟, do 

Step.3: 𝒇𝒐𝒓 (𝒌 = 𝟏: 𝒏),  

Step.4: Retain (𝐶𝐴) while discarding (𝐶𝐷) 

Step.5: 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 (𝐽 = ⟦𝑥 − 𝑊𝑊𝑇𝑥⟧̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) and 

compute 𝑀 = 𝐵𝑙𝑥𝑙𝐷         

Step.6: Compute 𝑋𝐿𝑉 = 𝑚𝑒𝑎𝑛(𝑔(∑ 𝑋𝑡−𝑘ℎ), 𝜖𝑡) 

Step.7: 𝒊𝒇 𝑖 ≤ 𝑀𝑎𝑥𝑖𝑡𝑟 && 𝑖𝑓 𝐽 ≤ 𝒆𝒕𝒐𝒍𝒆𝒓𝒂𝒏𝒄𝒆 

Step.8: 
Minimize: 𝐴𝑟𝑔𝑚𝑖𝑛 (

𝜀𝑖𝑛𝑠𝑡−𝜀𝑜𝑝𝑡

𝜀𝑜𝑝𝑡
) ∀𝛼, 𝜇                           

Step.9: Compute 𝑤𝐾+1 = 𝑤𝑘 − 𝜇𝛽(𝑘)            

Step.10: Compute 𝛽(𝑘) = 𝛼𝛽(𝑘 − 1) + ∇𝐶(𝑤𝑘) 

Step.11: 𝑒𝑙𝑠𝑒  

Step.12: Truncate training 

Step.13: 𝒆𝒏𝒅 𝒊𝒇 

Step.14: Compute MSE, MAPE, 𝑅2 

Step.15: 𝒆𝒏𝒅 𝒇𝒐𝒓  

Step.16: 𝒆𝒏𝒅 𝒇𝒐𝒓  

 

 

The performance metrics to be computed are [47]: 

Accuracy (Ac): It is mathematically defined as: 

𝑨𝒄 =
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
                                            (17) 

Recall: It is mathematically defined as: 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                                     (18) 

Precision: It is mathematically defined as: 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒔𝒏 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
                                            (19) 

F-Measure: It is mathematically defined as: 

𝑭 − 𝑴𝒆𝒂𝒔𝒖𝒓𝒆 =
𝟐.𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏.𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
                                          (20) 

Here, 

TP, TN, FP and FN denote the true positive, true negative, 

false positive and false negative rates respectively. 

4   Experimental Results 

The experiments are carried out of MATLAB 2022a with 

the Deep Learning Toolbox.  The experiment is performed 

on a Windows Machine with i5-9300H  Processor enabled 

with NVIDIA GTX GPU and RAM of 8GB. The software 

package used in Matrix Laboratory (Matlab), 2022a.  For 

the purpose of this study, 1000 images comprising of both 

positive and negative cases of Covid have been used. The 

images are .jpg images in this experimental setup, but the 

system is compatible with all other common image data 

types such as .png, .tiff etc. The images acquired are .jpg 
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images which three colour channels viz. R, G and B. All the 

images are first converted to common dimensions of (256 x 

256). The features are then used to train a Deep Bayes Net. 

The performance metrics chosen are the accuracy of 

classification and prediction error in terms of the TP, TN, 

FP and FN values respectively. The images are presented in 

the sequence of occurrence in the experimental setup 

followed by a detailed explanation and significance of each 

image obtained at each step. 

 

Fig.1 Original Image 

 

Fig.2 Segmentation 

Figure 1 depicts the original image while figure 2 depicts 

the segmented image, where the affected region in 

localized. 

 

Fig.3 Variations in Segmentation based of threshold 

Figure 3 depicts the various segmentation results on the 

image under interest. 

The statistical features of the wavelet decomposition 

tabulated in table 2 followed by the image features 

computed subsequent to the DWT decomposition, in table 

3. 

Table.2 Statistical Analysis  

S.No. Parameter  Values Class 

1. Minimum  0  

 

Original Image 

2. Maximum 0.9295 

3. Mean 0.3415 

4. Median 0.3703 

5. Standard 

Deviation 

0.1524 

6 Mean 

Absolute 

Deviation 

0.05355 

7. Minimum  0.002951  

Approximate 

Co-efficient 

values 

8. Maximum 0.9165 

9. Mean 0.3415 

10. Median 0.3706 

11. Standard 

Deviation 

0.1511 
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12. Mean 

Absolute 

Deviation 

0.05354 

13. Minimum  -0.1592  

Detailed Co-

efficient values 

 

14. Maximum 0.1592 

15. Mean 0 

16. Median 0 

17. Standard 

Deviation 

0.01232 

18. Mean 

Absolute 

Deviation 

0.005539 

 

After the DWT decomposition, the feature values of the 

images are to be computed as defined in the feature 

extraction section. The feature values computed from the 

images need to be fed to the proposed machine learning 

model for pattern recognition for both positive and negative 

cases. As an illustration, two separate CT images have been 

analysed using the proposed algorithm and their features 

have been tabulated in table 3. It can be observed that the 

statistical feature values have identical values for both 

positive and negative cases of covid, which necessitates the 

use of an accurate classifier. 

Table.3 Image Features 

Features Normal Fundus 

Image 

Glaucoma 

Fundus Image 

Contrast 0.36250000000000

0 

0.32840909090909

1 

Correlatio

n 

0.15183657232621

5 

0.17908129314588

4 

Energy 0.70021887913223

2 

0.72326704545454

6 

Homogene

ity 

0.91572916666666

7 

0.92197916666666

7 

Mean 0.00652645881744

487 

0.00227212218788

613 

Standard 

Deviation 

0.10642918359426

9 

0.10660498821559

7 

Entropy 3.53356796596205 3.43675888527571 

RMS 0.10660035817780

5 

0.10660035817780

5 

Variance 0.01119290898634

35 

0.01118924748049

11 

Smoothnes

s 

0.92343557378705

3 

0.80765094536639

2 

Kurtosis 6.63089615157184 6.70718347384146 

Skewness 0.51249101202221

7 

0.48342882346721

3 

 

Now, one of the most effective ways to ensure the accuracy 

and coherence of the feature extraction process is the 

distribution analysis of feature values for a multitude of 

images. Although there can be variations in images of a 

particular class of image in any dataset, yet the feature 

values should depict a certain amount of coherence over a 

multitude of images. Thus the feature sets for multiple 

images in the dataset (taken 10 for the sake of brevity and 

ease of analysis) has been depicted in figure 12. Figure 12 

clearly indicates a similarity in the values of the features 

extracted from the images. For instance, feature 1 (for all the 

10 images) clearly show a much lesser magnitude of value 

compared to feature 11 as depicted in figure 12.  

 

Fig.4 Distribution of feature values 

A similar analysis can be done using the mesh plot depicted 

in figure 8. The mesh renders a three dimensional view of 

the feature value distribution. A coherent inference can be 

drawn from figures 7 and 8 depicting the fact that the feature 

distribution for similar class of features over a multitude of 

images show similarity in values. For instance, feature 1 (for 

multiple images) shows much lesser value compared to 

feature 11 (for multiple images). This is the exact same 

illustration taken in figure 4. 
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Fig.5 Mesh Plot of features 

As machine learning algorithms often suffer from 

imbalanced instances, this phenomenon has been carefully 

considered while data set preparation. Imbalanced instances 

to imbalanced class distributions occur when the samples or 

observations of one of the classes is either much higher or 

much lower compared to the other class or classes. This may 

result in misleading results as machine learning algorithms 

tend to statistically ignore the class distributions. This 

caveat is eliminated in this experiment by following almost 

an equal share of glaucoma positive and negative image 

classes. This can also been seen in the confusion matrix for 

the testing case. As the positive and negative cases have an 

identical class distribution, hence resampling (over 

sampling, under sampling or SMOTE (Synthetic Minority 

Oversampling Technique) has not been performed.  

Three sub cases of the discriminant analysis are again 

considered in this experiment which happen to be: 

1) Linear Discriminants. 

2) Quadratic Discriminants. 

3) Optimizable Discriminants. 

It is observed that for a parallel pools for the training, the 3 

case feature selection attains convergence in 30 iterations. 

The linear discriminant results in an accuracy of 98%, the 

quadratic discriminant results in an accuracy of 97.33% and 

the optimizable discriminant results in an accuracy of 98%.  

 

 

Fig, 6 Confusion Matrix for Image Classification 

The performance of the proposed approach is can be 

evaluated in terms of the true positive (TP), true negative 

(TN), false positive (FP) and false negative (FN) rates of the 

confusion matrix. Out of the 1000 images of the dataset, 

70% i.e. 700 images have been used for training and the rest 

of the 30% i.e. 300 images have been used for testing. The 

TP, TN, FP and FN values are depicted in the Confusion 

Matrix in figure 9. Based on the TP, TN, FP and FN values, 

the accuracy, sensitivity/recall, specificity, precision and F-

Measure values have been computed and tabulated in table 

5. The proposed approach attains an accuracy of 0.98, 

sensitivity or recall value of 0.9866, specificity of 0.9733, 

precision of 0.9736 and F-Measure of 0.9800. The mean 

training time for the proposed approach has been 12 minutes 

for the training dataset alone.  

Table 4 Performance Metrics 

Accurac

y% 

Sensitiv

ity 

Or 

Recall

% 

Specificit

y% 

Precisio

n% 

F-

Measu

re 

0.980 0.9866 .9733 .9736 .9800 
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Fig.8. Confusion matrix for hotspot identification 

While there can be many more parameters which may affect 

the area to be a hotspot, the above parameters are the most 

significant. The data parameters employed in this study are: 

1. Age Bracket 

2. Gender 

3. Detected Area 

4. Detected State 

5. Current Status 

6. Travel History 

7. Contacted From 

8. Nationality  

9. Type of Transmission 

10. Identity 

11. No. of Cases 

12. Containment Zone (target) 

The approach attains a classification accuracy of 93.75% for 

the hotspot identification. To evaluate the performance of 

the proposed work in comparison to the contemporary 

approaches in the domain has been presented in table 5. 

Table 5 Comparative Analysis w.r.t. existing work 

Method Accuracy 

Mollaloa et al. 

(2021) 

91% 

Kahn et al. 

(2020) 

79% 

Alsan et al. 

(2022) 

96.29 

Akbarimajd et 

al. (2022) 

72% 

Momeny et al. 

(2021) 

80.8% 

Das et al. 

(2020) 

97.4% 

Zebari et al. 

(2022) 

89.87% 

Gannour et al.  97% 

Proposed 98% 

 

Table 5 presents a comparative study with respect to 

contemporary existing work in the domain. It can be 

observed from table 5 that the proposed work attains relative 

higher accuracy compared to existing methods in the 

domain. The improvement in the results can be attributed to 

the following reasons: 

1) Image enhancement employing illumination correction 

and histogram normalization compensating inconsistencies 

in fundus image capturing. 

2) Iterative noise removal for denoising fundus images for 

accurate feature extraction. 

3) Computing stochastic feature and subsequent feature 

optimization to enhance the training efficacy. 

4) While deep learning models such as the CNN, RCNN, 

ResNet etc. may have the advantage of avoiding additional 

effort in handpicking features and feature combinations, 

they lose control over choosing the features to be used  to 

train a model. The proposed approach with stochastic 

features to train a Bayesian Deep Neural Network attains 

relatively higher accuracy of classification compared to 

benchmark techniques. Moreover, the approach is also 

capable of identifying potential hotspots based on 

geographical and statistical survey features with an accuracy 

of 93.75% 

5. Conclusion 

It can be concluded from previous discussions that the onset 

of the pandemic has seen several changes globally with 

severe effects on the healthcare and financial sectors. 

Complete lockdowns have been prevalent globally to 

restrict the spread of the virus among large populations This 

would allow in implementing smart lockdowns rather than 

complete lockdowns thereby causing a less severe impact 

on financial and economic conditions. The task is 

challenging owing to the fact that the multitude of 

parameters in the hotspot data sets are highly uncorrelated. 

However, an optimized model would allow identifying 

possible hotspots in future pandemic or epidemic like 

situations. Thus, identifying Hotspots accurately is 

necessary for smart lockdowns, restricting more outbreaks, 

better containment and effective travel guidelines. 

Additionally, development of machine learning and deep 

learning based approaches which can accurately classify 
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CT/MRI images would greatly assist medical practitioners 

in early detection and isolation of patients. 

The purpose of the work is to design a low computational 

complexity based method for automated glaucoma detection 

which can be implemented practically on hardware 

constrained platforms as well. Rigorous image denoising, 

feature computation and optimization has been 

implemented to train a deep neural network. The Deep 

Bayes Net has been used as it serves as an effective classifier 

for overlapping boundary datasets. It has been shown that 

the proposed system attains a classification accuracy of 98% 

which is at par with existing work in the domain. The 

approach also attains a classification accuracy of 93.75% in 

identifying potential future hotspots. Future enhancements 

of the work can be employing self-supervised (SSL) 

learning methods which would in turn reduce the time and 

effort in manual labelling of the datasets. 
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