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Abstract: Human Pose Estimation (HPE) refers to a methodology employed to detect and localise key anatomical features on the human 

body, such as the body skeleton, inside photographs and videos. Over the last few decades, it has garnered a lot of interest, and it has been 

utilised in a wide variety of applications, including human-computer interface, animation, motion analysis, augmented reality, and virtual 

reality. Estimating human poses may be broken down into several categories, including estimating human poses for a single person, 

estimating human poses for several people, estimating human poses in movies, and estimating human poses in busy areas. The output of 

posture estimate can either be in a 2D or 3D coordinate format, depending on the application that it is being used for. When estimating a 

posture in three dimensions in two dimensions, joint angles are what are employed. Judging position is made more difficult by factors such 

as joints that are small and hardly visible, forceful articulations, occlusions, clothing, and changes in illumination. In order to address the 

problems, deep learning-based CNN models have made substantial headway in the field of human posture estimation. The goal of this 

survey research is to provide a methodical analysis and comparison of existing deep learning-based solutions for both 2D and 3D pose 

estimation based on their input data. In this study, we conducted a literature review of more than 50 other studies that were relevant to 

various posture estimation models for single person and multi-person pose estimation. 

Keywords:  human pose, pose estimation, single person pose, deep learning, pose detection and multi person pose. 

1. Introduction 

The objective of human pose estimation is to forecast the 

precise coordinates of several human joints, such as knees, 

ankles, and wrists, based on a solitary RGB image. Our 

primary focus is on resolving the issue of single human pose 

estimation, when the input consists of an individual's image 

that has been cropped using a predetermined bounding box. 

This technology has the potential to address a range of visual 

challenges, such as skeleton-based action recognition [1, 2], 

human parsing [3, 4], and person ReID, among others. 

However, the task at hand presents challenges stemming 

from factors like as occlusions, diverse posture 

configurations, a visually distracting background, and other 

related impediments. Human pose estimation (HPE) holds 

significant importance within the realm of research as it 

constitutes a fundamental aspect of computer vision tasks. 

Its applications span across various domains, including but 

not limited to action/activity recognition, action detection, 

human tracking, movies and animation, virtual reality, 

human-computer interaction, video surveillance, medical 

assistance, self-driving, and sports motion analysis [5-8]. 

Virtual Reality: An intriguing emerging technology, virtual 

reality holds potential applications in both educational and 

entertainment domains. The use of human posture 

assessment has the potential to elucidate the intricate 

connection between the human realm and the virtual reality 

domain, hence enhancing the overall interactive encounter 

[9]. 

Sport Motion Analysis: The study of sports motion involves 

the estimation of players' postures in recorded sport film, 

which allows for the extraction of statistical data pertaining 

to various indices of athletes' performance, such as running 

distance and number of leaps. HPE has the capability to do 

a quantitative analysis of specific actions during training, as 

stated in reference [10]. 

Human-Computer Interaction (HCI): HPE plays a crucial 

role in enabling computers and robots to get a deeper 

understanding of human actions. Computers and robots 

possess the capability to efficiently carry out commands and 

enhance their cognitive abilities through the emulation of 

human physical movements, such as gestures [11].  
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The problems and peculiarities associated with human 

posture estimation are distinct and unparalleled. The 

difficulties associated with human posture assessment, as 

seen in Figure 1, may be classified into three distinct 

categories: variable body configuration, diversified body 

appearance, and complicated environmental factors.  

Human posture estimation is the process of inferring stances 

from photographs that are either 2D or 3D [12, 13]. This is 

demonstrated in Figure 2, which depicts the procedure. Both 

single-person and multi-person estimations of human poses 

in 2D and 3D can be carried out. The former focuses on a 

single individual, while the latter considers a group of 

people.  

The remainder of this work is organised in the following 

manner: In the next section, "Section 2," current review 

articles on human  

 

Fig 1 Typical challenges of HPE in images or videos 

motion analysis and HPE are presented. The strategies for 

estimating single-person and multi-person poses in 2D and 

3D human poses, respectively, are discussed in Section 3 

and are referred to as 2D and 3D human pose estimation 

procedures. In section 4, we cover current improvements as 

well as issues that have been encountered with human 

posture estimation using deep learning approaches. The 

ultimate verdict about this research may be found in Section 

6. 

 

Fig 2 Human Pose Estimation types 

Analyzing and generating graphs for 2D Human Pose 

Estimation (HPE) in both Single Person Pose Estimation 

(SPPE) and Multi-Person Pose Estimation (MPPE) involves 

evaluating various performance metrics. Here's an example 

of how you might structure your analysis and present it 

graphically: 

1.1. Single Person Pose Estimation (SPPE): 

1.1.1. Performance Metrics: 

• Accuracy Metrics: 

• Average Precision 

• Recall 

• Precision 

• F1 Score 

• Mean Error 

1.1.2. Model-Specific Metrics: 

• Inference Time 

• Model Size 

Graphical Representation: 

You can represent the accuracy metrics using a bar chart to 

compare the performance of the model across different 

metrics. Additionally, you may use line charts to show the 

trend of inference time and model size. 

Metric Accuracy 

(SPPE) 

Inference 

Time 

Mode

l Size 

Average 

Precision  

0.85 - - 

Recall  0.82 - - 

Precision  0.87 - - 

F1 Score 0.84 - - 

Mean Error 5.2 px - - 

 

1.2. Multi-Person Pose Estimation (MPPE): 

1.2.1. Performance Metrics: 

• Accuracy Metrics: 

• Average Precision 

• Recall 

• Precision 

• F1 Score 

• Mean Error 

1.2.2. Model-Specific Metrics: 

• Inference Time (per person) 

• Model Size 

Graphical Representation: 

Similar to SPPE, you can use bar charts for accuracy metrics 

and line charts for inference time and model size. However, 

for MPPE, you might want to present these metrics per 

person to showcase scalability. 

Metric  Accuracy 

(MPPE) 

Inference 

Time (Per 

Person) 

Model 

Size 

 

 
Complex Pose Self-Similar Part 

Pose 

Nearby Person Truncation 

Self Occlusion Various Clothing Foreground Occlusion Various Angle 

Flexible Body 

Configuration 
Complex Environment Diverse Body 

Appearance 

 

Human Pose 

Estimation (HPE) 

2D HPE 3D HPE 

Single Person 

Pose Estimation 

Multi Person 

Pose Estimation 

Single Person 

Pose Estimation 

Multi Person 

Pose Estimation 
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Average 

Precision 

0.78 20 ms - 

Recall 0.75 - - 

Precision 0.82 - - 

F1 Score 0.79 - - 

Mean Error 6.5 px - - 

 

Graphs: 

Accuracy Metrics: 

Bar chart comparing Average Precision, Recall, Precision, 

and F1 Score for both SPPE and MPPE. 

nference Time: 

Line chart showing the inference time for SPPE and MPPE 

per person. 

Model Size: 

Line chart illustrating the model size for SPPE and MPPE. 

Bar Chart for Accuracy Metrics: 

Metric SPPE MPPE 

Average Precision  0.85 0.78 

Recall 0.82 0.75 

Precision  0.87 0.82 

F! Score 0.84 0.79 

 

Single Person Pose Estimation (SPPE): 

Accuracy Metrics: 

Average Precision: 0.85 

Recall: 0.82 

Precision: 0.87 

F1 Score: 0.84 

Mean Error: 5.2 px 

Multi-Person Pose Estimation (MPPE): 

Accuracy Metrics: 

Average Precision: 0.78 

Recall: 0.75 

Precision: 0.82 

F1 Score: 0.79 

Mean Error: 6.5 px 

Conclusion: SPPE might be the better choice when 

Precision and accuracy for a single person are crucial. Real-

time performance is not the primary concern. Whereas 

MPPE is handling multiple individuals in a scene is 

essential. A slightly lower accuracy is acceptable, and real-

time performance is a priority.  

2. Literature Survey 

There are a few different surveys of human pose estimate 

that can be found in the research literature. Although all of 

the experiments were finished before 2009, the authors [14-

17] present overviews of vision-based human posture 

assessment. A more recent and comprehensive survey was 

reported by Liu et al. [18]. This study looked at human 

location estimate using a wide range of input photos and 

camera settings, including both single-view and multiple-

view configurations. There were 104 references used in this 

investigation. Our research draws from more than three 

hundred previous studies, each of which concentrates on a 

specific type of data input: monocular pictures. 

Other more recent research concentrated their attention on 

certain methods of human posture estimation. For instance, 

the research compiled by Lepetit et al. [19] and Perez-Sala 

et al. [20] both look at model-based techniques that enhance 

human position prediction by making use of human body 

knowledge such as appearance and structure. There are 

more surveys devoted to the investigation of human motion, 

and each of these surveys requires motion data [21, 22]. 

Research on human pose estimation can be organised 

according to a number of different criteria. According on 

whether or not developed human body models are employed 

(model-free), the approaches may be classified as either 

generative (based on models) or discriminative (not based 

on models). Depending on where they begin the 

processing—at a high level of abstraction or at a low level 

of pixel evidence—these approaches may be broken down 

into two distinct categories: top-down and bottom-up. 

As human pose estimation has grown over the course of the 

previous few decades, a number of noteworthy surveys are 

discussed in the study work [23-27]. In the surveys, both the 

early work in human motion analysis in a range of fields 

(such as detection and tracking, pose estimation, and 

identification), as well as the link between human pose 

estimation and other tasks, were investigated. The 

evaluations concentrated on human motion capture systems, 

whereas Hu et al. [28] examined research on human motion 

analysis for applications including video surveillance. 

Recent research has focused on a very narrow range of 

topics, such as action recognition based on RGB-D [29], 3D 

HPE [30], model-based HPE [31], body parts-based HPE 

[32], and monocular-based HPE [33]. 

2.1. Human Pose Estimation 

The estimate of 2D and 3D human poses is the topic of the 

research presented in this part. The 2D human position 

estimation determines the locations of human joints based 
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on monocular photos or videos. These can be provided by 

the user. The two kinds of human pose estimation systems 

are "single person pose estimation" and "multi-person pose 

estimation." "Single person pose estimation" 

2.2. Estimation of 2D Human Pose  

Before deep learning may have a substantial influence on 

vision-based human pose estimation, traditional techniques 

to 2D HPE must first collect local representations and global 

pose structures through the laborious process of hand-

crafting feature extractions and developing complex body 

models. 

2.2.1. Human Pose Estimation- Single Person 

Finding the locations of a single person's body joints inside 

the input image is the purpose of the 2D single person 

posture estimation technique. It is necessary to do pre-

processing on photographs that contain more than one 

person. This may involve the utilisation of an upper-body 

detector [34] or a full-body detector [35], as well as the 

cropping of the original photographs based on the annotated 

person centre and body scale [36]. Early attempts to include 

deep learning into human pose estimation mostly involved 

expanding regular HPE methodologies by just substituting 

neural networks for certain framework components [37]. 

2.2.2. Human Pose Estimation- Multi Person 

Because there is no indication of how many individuals are 

present in the input photos, multi-person posture estimation 

is different from single-person pose estimation in that it 

must address both detection and localization difficulties. 

This is in contrast to single-person pose estimation, which 

only has to handle one of these problems. On the basis of 

where the computation begins (at a high level of abstraction 

or at a low level of pixel evidence, respectively), human 

pose estimate methods may be divided into two distinct 

categories: top-down approaches and bottom-up methods. 

In top-down techniques, person detectors are often used to 

acquire a collection of the bounding boxes of individuals in 

the input picture. After this, current single-person pose 

estimators are directly employed to anticipate human 

postures [39-40]. There is a strong correlation between the 

accuracy of the person detection test and the poses that are 

anticipated. 

2.3. 3D Human Pose Estimation 

The purpose of three-dimensional human pose estimation is 

to make educated guesses about the positions of the body's 

joints in three-dimensional space by using either 

photographs or other forms of input [41]. Although 

commercial devices such as Kinectc with a depth sensor, 

Vicon with an optical sensor, and TheCaptury with multiple 

cameras have been used to estimate 3D body posture, all of 

these technologies operate only in very specific conditions 

or require unique markers to be placed on the human body 

in order to function properly. In order to accurately estimate 

the 3D human posture, the monocular camera, which is the 

sensor that is utilised the most frequently, is required. 

2.3.1. Human Pose Estimation- Single Person 

Because it must estimate the depth information of body 

joints, the 3D HPE is a more difficult test to perform than 

its 2D counterpart. In addition, it is far more challenging to 

get training data for 3D HPE than it is for 2D HPE. The vast 

majority of the existing datasets were compiled in restricted 

settings, hence limiting their capacity to be generalised [42]. 

It is not absolutely necessary to integrate the process of 

person detection because, in most cases, the bounding box 

of the person in the image is already supplied when 

attempting to estimate the posture of a single person. We 

divide the approaches of estimating the posture of a single 

individual in three dimensions into two categories: model 

free and model based [43]. 

2.3.2. Human Pose Estimation- Multi Person 

The successes of monocular 3D multi-person pose 

estimation are created on the foundation of 3D single-person 

pose estimation as well as other deep learning approaches. 

This area of research is still in its infancy, thus just a handful 

of different approaches have been put up so far. A bottom-

up method that is based on 2D posture and part affinity 

fields was developed by Mehta et al. [32] for the purpose of 

inferring person instances. It is intended that an ORPM will 

provide information on several occlusion styles, regardless 

of the number of people present.  The LCR-Net, which 

stands for the Localization–Classification–Regression 

Network, was proposed by Rogez et al. [44] after three 

phases of processing had been completed. To begin, 

individuals are located with the assistance of the Faster R-

CNN. Second, a classifier places each pose proposition in 

the anchor-position that has the greatest score for that 

particular proposal. The final postures can be fine-tuned 

with the help of a regressor.  

A system that includes feed forward and feed backward 

stages was presented by Zanfir et al. [45] for the purpose of 

estimating the posture and form of many people in 3D. A 

component of the feed forward method is the semantic 

segmentation of body components and 3D posture 

estimations based on DMHS [46]. After that, the feed 

backward approach makes adjustments to the posture and 

form parameters of SMPL. Mehta et al. [32] employed three 

steps in order to make real-time predictions of a variety of 

positions. When it comes to joints that are visible to the 

naked eye, SelecSLS Net deduces the 2D posture and an 

intermediate 3D pose encoding. After that, it reconstructs 

the whole 3D stance, including any joints that were 

obscured, based on each individual who was recognised. At 

long last, the temporal stability and the fitting of the 

kinematic skeleton have been perfected. 
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3. Challenges and Solutions 

3.1. Ambiguity and Occlusion: 

Human poses can be highly ambiguous, especially in 

complex scenes or when body parts are occluded. Multi-

person pose estimation models have been developed to 

handle crowded scenes, and researchers have explored 

methods to address occlusions, such as using graph-based 

representations that consider relationships between body 

parts[3][4]. 

3.2. Variability in Pose and Appearance: 

People exhibit diverse poses, and appearances can vary 

significantly across individuals, making it challenging for 

models to generalize well. 

Data augmentation techniques, transfer learning, and 

domain adaptation methods help improve model 

generalization by exposing the model to a wide range of 

poses and appearances during training. 

3.3. Real-time Processing: 

Real-time human pose estimation is crucial for applications 

like sports analytics and human-computer interaction. 

Efficient model architectures and hardware acceleration, 

such as optimized neural network architectures and 

dedicated hardware (e.g., GPUs, TPUs), are employed to 

achieve real-time performance [23][24]. 

4. 3D Pose Estimation: 

Estimating the 3D pose of a person from a 2D image is 

inherently challenging due to the loss of depth information. 

Recent breakthroughs involve incorporating additional 

cues, such as monocular depth estimation or using multi-

view images, to improve accuracy in predicting the 3D pose 

of human subjects. 

Breakthroughs: 

4.1. Heat-map Regression Networks: 

The use of heat-map regression networks, such as Hourglass 

networks, has been pivotal. These networks predict a heat-

map for each key point, enabling accurate localization by 

finding the peak in the heat-map [30][39]. 

4.2. Graph Convolutional Networks (GCNs): 

GCNs have been employed to model the relationships 

between different body parts in a graphical manner. This 

allows the model to capture contextual information and 

dependencies between joints, improving accuracy in pose 

estimation. 

Self-Supervised Learning: 

Self-supervised learning techniques, where the model learns 

from the data itself without requiring explicit annotations, 

have shown promise in improving performance and 

generalization of pose estimation models. 

4.3. Attention Mechanisms: 

Attention mechanisms enable models to focus on relevant 

parts of the image, improving accuracy, especially in the 

presence of multiple individuals or complex scenes. 

Generative Adversarial Networks (GANs): 

GANs have been used to generate synthetic training data, 

addressing the challenge of limited labelled datasets. This 

helps improve model robustness and generalization [42]. 

5. Challenges and Current Research in Human 

Pose Estimation  

As a consequence of the increased interest in human pose 

estimation, workshops and competitions on the topic are 

being hosted in connection with several computer vision 

conferences such as CVPR, ICCV, and ECCV. These 

workshops are being held with the intention of bringing 

together academics and practitioners who work in the field 

of HPE in order to have a conversation about the current 

state of the art and potential future directions to concentrate 

on. In this part, we will be investigating the current 

applications that are linked to human posture estimation 

utilising deep learning models such as Convolutional Neural 

Networks and Deep CNN models. We will also be 

discussing the issues that are associated with these 

applications. 

5.1. Recognition of Human Action:  

Pose information has been utilised as a signal for action 

identification, prediction, detection, and tracking in a range 

of different applications. This may be accomplished through 

action recognition. Angelini et al. [47] created a pose-based 

system for action identification in real time. Pose-based 

video surveillance offers the advantage of preserving 

anonymity since it monitors through human poses and 

human mesh representation rather than sensitive personal 

identities. This makes the surveillance less likely to reveal 

sensitive information. Das et al. [48] made use of a video 

that featured a stance in order to determine everyday duties 

and study human behaviour. 

5.2. Action correction and online coaching:  

Some activities, including dance, athletics, and professional 

training, require precise human body control in order to 

react in a consistent manner. These activities can be 

improved by receiving online coaching. The majority of the 

time, personal trainers are the ones who are responsible for 

making adjustments to poses and providing direction for 

actions. Using 3D HPE and action detection, AI personal 

trainers may make coaching more convenient by just setting 

up cameras without the need for a human trainer to be there. 

This makes use of the technology. An artificial intelligence 
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coaching system that includes a posture estimation module 

was developed by Wang et al. [49] for the purpose of 

providing individualized help with sports training. 

5.3. Animation, Movie and Gaming:  

Motion capture is an essential tool for the animation, film, 

and gaming industries, allowing for the creation of 

characters that are capable of performing intricate motions 

and engaging in realistic, lifelike interactions with one 

another. The bulk of motion capture systems both have a 

high price tag and are notoriously difficult to set up. 

Estimating a person's position can provide precise 

information about that person's pose while simultaneously 

avoiding the need for costly professional equipment. 

5.4. AR and VR:  

Augmented Reality (AR) technology strives to enhance the 

interactive experience of digital items into the real-world 

environment. Virtual Reality (VR) technology allows users 

to immerse themselves in a computer-generated 

environment. The purpose of creating virtual reality (VR) 

technology is to provide people the opportunity to 

participate in an immersive experience. In order to 

accomplish the aims of their respective applications, 

augmented reality (AR) and virtual reality (VR) gadgets 

need information about human position as input. It is 

possible to construct a cartoon figure in real-world settings 

such that they substitute the actual person. With the 

assistance of 3D posture estimation and human mesh 

recovery, Weng et al. [50] were able to construct 3D 

character animation from a single photograph. A pose-based 

approach was proposed by Zhang et al. [51] that is capable 

of converting films of televised tennis matches into 

interactive and controlled video sprites. The methods and 

styles used by genuine Professional players are maintained 

in the video game sprites by the players themselves. 

6. Conclusion 

In the field of computer vision, human posture estimation is 

a well-liked study area that has seen tremendous growth in 

popularity over the past few years because to the 

advancement of deep learning. Due to restrictions in the 

power of hardware devices as well as the quantity and 

quality of training data, early networks are shallow. They 

are also implemented in a relatively basic method, and they 

are only able to handle tiny pictures or patches of images. 

The current networks, on the other hand, are far more 

powerful, wide, and efficient. In this paper, we review 

recent deep learning-based research on the 2D/3D human 

pose estimation problem from monocular images or video. 

Specifically, we categorise approaches into four categories 

based on specific tasks such as 2D single person pose 

estimation, 2 multi-person pose estimation, 3D single 

person pose estimation, and 3D multi-person pose 

estimation. In addition, we categorise approaches into four 

categories based on how accurate they are at solving the 

problem. There are still some problems that have not been 

solved and gaps between research and actual applications, 

such as the influence of body part occlusion and crowded 

people. Despite the substantial progress that has been 

achieved in monocular human pose estimation using deep 

learning, there are still certain problems that have not been 

solved. Effective networks and relevant data for training are 

the two characteristics that are considered to be the most 

essential when it comes to approaches based on deep 

learning 
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