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Abstract: Fog-Cloud is a computing paradigm. It can able to process, manage and Storage the data virtually. This enhances cloud 

computing by decentralizing its capabilities to the fog nodes. These fog nodes, positioned near the network's edge, the diverse storage 

capacity, computation, and processing capabilities. They can analyze requirements and respond to emergencies, processing and executing 

tasks. The restricted computational power of fog nodes presents a significant challenge in efficiently scheduling tasks among different fog 

nodes within their deadlines, while minimizing delays, costs, and energy consumption. Task Scheduling is the more crucial issue in fog 

computing. An Effective Task Scheduling Mechanism will improve the efficiency and Quality of the Service (QoS) in the computing 

Paradigm. The resource in the Fog Computing is lesser when compare to the Cloud. So it’s necessary to enhance the performance of the 

task scheduler. The proposed the dynamical scheduling task method for dynamically pairing tasks with resources comprises three essential 

components: a recourse availability check, and a priority method. The batch system effectively utilizes resource capacity and priority 

methods to match tasks with fog nodes. A notable benefit of this approach is the reduction of the search space achieved through batch 

processing. This technique has been executed using iFogSim and cloudlet for generating the workload with the current state-of-the-art. The 

comparative assessment involved various quality parameters, including delay, execution time, energy consumption, etc., revealing an 

average enhancement of 37.3%. 
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1. Introduction 

Recent innovations in technological developments, such as 

the Internet of Things (IoT), required resource-based 

processing to run a wide range of real-time systems [1,24]. 

Due to numerous technological advancements, individuals 

are utilizing mobile gadgets for a wide variety of purposes 

in addition to making voice communication. About any task 

that can be completed on a computer is being envisioned as 

being able to be done on a device [2]. Cloud services and 

applications experience undesirable delays when 

transmitting data to and from end devices due to the 

proximity of cloud data centres to the network core. 

Consequently, the cloud proves unsuitable for real-time 

applications like live monitoring. Furthermore, certain IoT 

applications often necessitate geographical distribution, 

support for mobility, and awareness of location. 

Additionally, the cloud's centralized nature lacks inherent 

location awareness [3]. A pivotal characteristic of WSNs 

involves their capability to extend battery life by 

predominantly operating at low power levels. Actuators [27] 

play a crucial role in orchestrating measurement operations 

and influencing behaviour, thereby forming a closed-loop 

system. These actuators can be conceptualized as fog nodes 

that execute various actions to regulate end devices 

equipped with sensors. Such WSNs demand minimal 

bandwidth, consume lower energy, and operate with very 

limited processing power [4]. 

Nonetheless, existing load balancing algorithms may 

experience diminished efficacy in the dynamic fog 

environment, necessitating an algorithm compatible with 

such fluctuations. Thus, this study proposes a decision-

making approach rooted in Reinforcement Learning (RL) to 

discern low-load nodes. To mitigate the likelihood of 

overload and minimize processing time, the proposed 

solution empowers fog nodes to offload input tasks by 

selecting an available neighbouring fog node[5]. Through 

the application of PPSO, the collective processing time for 

all incoming loads is decreased. This scheduling algorithm 

is introduced with the aim of enhancing various parameters 

related to load balancing within a cloud environment, 

accomplishing improvements within a shorter timeframe 

compared to other widely adopted scheduling algorithm [6]. 

The proposed scheduling model is specifically crafted for 

executing cloud computing applications and operates 

through three distinct phases: classification, execution, and 

minimization, resulting in output parameters such as 

completion time, average waiting and turnaround time, and 

render duration. 

The execution times of tasks in cloud computing 

applications are generated within the task scheduling model 

using both exponential and normal distributions. Task 
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prioritization is influenced by the shortest strategy for the 

First Job, and the outcomes are benchmarked against 

alternative ranking methods such as "Largest Processing 

Time" and "First Come First Serve." The suggested 

scheduling model consistently yields more favourable 

results across the specified performance parameters [7]. The 

task of highest priority is selected from the waiting queue, 

following the principles of the Fibonacci heap. We have 

introduced a parallel algorithm for task scheduling, wherein 

task priority assignment and heap construction are 

concurrently executed, addressing both pre-emptive and 

non-pre-emptive scheduling approaches [8]. The inclusion 

of priority is recognized as a pivotal aspect in the task 

scheduling process. Priority is calculated based on key 

parameters essential for meeting user requirements and 

enhancing the resource utilization in the fog environment. 

We present a novel Dynamic Priority-Queue (DPQ) method 

employing a hybrid multi-criteria decision-making 

(MCDM) approach, specifically ELECTRE III and 

Differential Evolution (DE). Additionally, for task 

scheduling, we introduce a hybrid metaheuristic algorithm 

incorporating Particle Swarm Optimization (PSO) and 

Simulated Annealing (SA). The proposed DEELDPQ-

SAPSO approach is validated using the Cloud Sim 

simulator [1]. Experimental results demonstrate the 

effectiveness of the proposed approach in achieving strong 

performance, user prioritization, load balancing, and 

enhanced resource utilization [8]. 

The PR_BTSKMC approach, as proposed, prioritizes and 

ranks tasks by treating task length as the sole attribute, 

utilizing the K-Means Clustering algorithm. Following the 

prioritization and ranking of tasks, they are allocated to the 

most suitable Virtual Machines (VMs) based on the CPU 

capacity of the VMs. Consequently, PR_BTSKMC 

generates a practical schedule that enhances various 

scheduling metrics when compared to the existing OPFT 

scheduling method. Grounded in the belief that K-Means 

clustering can form efficient clusters and is simpler than 

alternative clustering algorithms, it is applied to cluster tasks 

based on a singular attribute, specifically the task length. 

The proposed methods outperform the existing OPFT 

algorithm in fulfilling scheduling objectives [9].  Initially, a 

rule-based reactive approach is used to create a training 

dataset and auto-scale. [2,10]. By thoroughly examine these 

research works still latency, scheduling the task, energy 

efficiency need to be make effective. These issues need to 

be addressed in order to state-of-the art in the proposed 

method. Thus the research endeavours is aimed to improve 

the efficiency of scheduling the task in the fog computing 

environment.  

The main contribution of this proposed works follows: 

• Intelligent-based task scheduling methods have been 

suggested to perform load balancing by considering 

the task priority and the resource capacity.  

• Designed an central controller to monitor the resource 

capacity of the each node dynamically using 

optimization algorithm. 

• Analysing the each task criticality to find the priority 

task based on the time critical task. 

• Discussed the several issues and challenges and 

demonstrate how this work improved the efficiency 

than traditional method. 

 

Fig 1: System Architecture of the three level environments 

associated with each other. 

2. Literature Survey 

M.K. Hussain [11] presented a IoT based application in Fog 

environment by using the method called Ant-Colony 

Algorithm to offload the task efficiently. This technique is 

used to improve the Quality of service by reducing the 

latency. Based on the parameters of communication cost and 

Response time the experimental results are analyzed. 

Additionally, effectiveness of the various algorithms are 

compared such as Round robin and Particle swam optimizer 

with Ant Colony Algorithm. 

 Kishore [12]Proposed a meta-heuristic scheduler with 

smart Ant-colony algorithm to improve the response time 

while offloading the task in a Edge Computing Environment 

by modified particle swarm optimization algorithm and 

numerical results are compared with the existing techniques.  

Abdel [13] presents the multi-objective approach for 

scheduling the task in the Fog Computing Environment. 

Polynomial mutation mechanism is integrated with marine 
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predator’s algorithm. Based on the optimization process the 

results are calculated with the performance metrics are 

makespan, energy, corbon emission and Flow time. 

Vishalika[14] It entailed giving jobs to the selection 

methods, or the virtual machine with the least amount of 

demand, to ensure effective resource consumption. To test 

the load balancing effectiveness of the proposed method by 

making the best use of the available resources, simulations 

were run to modify the number of virtual machines. In the 

test results, the proposed strategy chose the virtual machines 

with the lowest load in all settings and enhanced resource 

utilisation. The proposed approach had demonstrated its 

suitability in VM load balancing to prevent cloud systems 

from becoming overloaded. 

A.J. Kadhim [15] proposed a system operates proactively to 

achieve load balancing at both local and global levels, 

controlled, in turn, by an SDN controller and local fog 

managers. Simulation experiments show that the suggested 

system outperforms the VANET-Fog-Cloud and IoV-Fog-

Cloud frameworks in terms of efficiency in a number of 

parameters, such as average response time, bandwidth 

consumption %, fulfilling deadlines, and resource 

utilisation. 

Fatma M. Talaat [16] proposed the Load Balancing 

Algorithm (LBA) serves as software responsible for 

determining the fog server (FS) tasked with processing 

incoming requests. The Resource Allocation (RA) module 

utilizes a Reinforcement Learning (RL) algorithm to attain 

optimal load balancing in the fog environment. The 

selection priority for a specific FS is contingent upon the 

adaptive weight (AW) value. 

Hoa Tran-Dang [18] proposed a perspective suggests 

significant potential for the application of Reinforcement 

Learning (RL) in the realm of fog computing, specifically 

concerning resource allocation for task offloading and 

execution to enhance overall performance. This study 

provides a comprehensive overview of RL applications 

designed to address resource allocation-related challenges 

within the fog computing environment[3].  

3. Research Gap and Motivation 

According to these research articles and authors finding the 

most of the techniques are focused on the load balancing 

strategy in the system is allocating the task to the nodes by 

the way balancing the load. (e.g., [18,23,19,20 ,22,21]) on 

the other hand scheduling the task among the node based on 

Decision – making process by the central controller. So 

analyzing the existing task in the node and also necessary 

information were analyze to schedule the task in that major 

necessary things to know is size of the task (e.g[ 24]) The 

number of running task/workload of the node (eg.,[25,19]). 

The computation capacity of each node eg.,[26]), etc., In 

this proposed work were the additional parameters are 

evaluated. The central controller keep on monitoring the fog 

nodes about the workload, no of task completed per cycle 

and also considering the time sensitive task has given the 

first priority. 

 

Fig 2: Flow diagram of the overall task scheduling system. 

4. Methodology 

Here considered Fog node as FN={F1,F2,F3…..Fn}, Task 

as {T1,T2,T3…Tn} and IoT devices for to generating the 

task to the fog node  IF={I1,I2,I3…In}. To schedule the task 

based on the tow criteria one is capacity of the node and 

another one is priority if the task. Based on these two 

strategies the task scheduling is process effectivelyof the 

homophones “affect” (usually a verb) and “effect” (usually 

a noun), “complement” and “compliment,” “discreet” and 

“discrete,” “principal” (e.g., “principal investigator”) and 

“principle” (e.g., “principle of measurement”). Do not 

confuse “imply” and “infer.”  

Prefixes such as “non,” “sub,” “micro,” “multi,” and “ultra” 

are not independent words; they should be joined to the 

words they modify, usually without a hyphen. There is no 

period after the “et” in the Latin abbreviation “et al.” (it is 

also italicized). The abbreviation “i.e.,” means “that is,” and 

the abbreviation “e.g.,” means “for example” (these 

abbreviations are not italicized). 

4.1. Performance evaluation of the Fog- Node capacity: 

In this paper is modeled in order to obtained the load 

balancing among the fog nodes is carried out with strategy 

of scheduling the task by considering the capacity of the fog 

node. Based on the evaluation metrics the model finds the 

capacity of the each node. To identify the processing power 
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in terms of million instructions per second (MIPS). It is the 

estimation by considering computational complexity and 

the instructions executes. This is calculated by  

MIPS requirement(α) = Number of instructions / 

Execution Time (in seconds ) * 100  

……...............................................(1)  

b) To identify the task requirement which is memory 

requirements RAM, Communication requirements 

(bandwidth required for communication between the task 

/node). This is calculated by  

Memory Requirement(β)=Data Size(Ds)+Code 

Size(Cs)+Temporary 

Storage(Ts)…..……………................. (2) 

 

c) To find the node capacity to know how much of the node 

is engaged with the workload by using  

Node capacity (Ω) = Total node resources – Scheduled task 

resource  

…………………………………………………….(3) 

α+β+Ω >=No .of task in queue 

…………………………….(4) 

If the task is waiting in the queue is minimal when compare 

with these criteria then the model is more efficient than the 

traditional methods. 

4.2. Performance evaluation of the Priority of the Task  

Recognizing time-sensitive tasks within a fog computing 

setting is essential for optimizing task scheduling. These 

tasks are characterized by strict deadlines and the need for 

timely execution to fulfill particular performance criteria. 

The following approaches can be employed to pinpoint and 

manage time-critical tasks in the context of fog computing. 

For that purpose, need to find these things 

d) Task Profiling  

To examine each task to grasp its attributes, encompassing 

factors like execution duration, resource needs, and 

interdependencies. Tasks that operate under stringent time 

limitations or ecognizing time-sensitive tasks within a fog 

computing setting is essential for optimizing task 

scheduling. These tasks are characterized by strict deadlines 

and the need for timely execution to fulfill particular 

performance criteria. The following approaches can be 

employed to pinpoint and manage time-critical tasks in the 

context of fog computing. For that purpose, need to find 

these things 

have specific deadlines are likely to be considered as time-

critical candidates. 

  ET = 1/Processing 

rate…………………………….……(5) 

Here:  ET is the execution time 

Processing rate is the rate at which the task is processed. It 

is often measured in operation per second (OPS) or 

instruction per second (IPS) 

e) Critical Path Analysis (CPA) 

It is mainly focus on finding the time critical task for to give 

more priority that the other jobs/task in the queue which is 

calculated by using 

Earliest Start Time  (EST) 

The earliest time a task can start/ finish . For the initial tasks/ 

Final, EST is usually 0. 

ESTi  = max(EST of all preceding tasks)……………...(6) 

Earliest Finish time(EFT) 

EFTi = ESTi + Duration of Task……………………..(7) 

Latest Finish Time(LFT) 

It should finish without delay  

LFTi = min(LFT of all succeeding tasks) -  Duration of 

Task 

………………………………………………………….(8) 

Latest Start Time (LST) 

start the task without delay 

LSTi= LFTi – Duration of task…………………….….(9) 

• i represents the task in question. 

• "Preceding tasks" are tasks that must be completed before 

the     current task can start. 

 

• "Succeeding tasks" are tasks that depend on the 

completion of the current task. 

5. Result and Discussion  

In the case of uneven distributed of the workload in a fog 

computing environment is leads to the delay in task 

execution, energy consumption, Network congestion etc., 

The proposed work is to reduce the latency and improve the 

execution of the task ratio and most importantly execute the 

time critical task within the deadline period. 
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Fig 3 illustrates the consumption of the energy in all the 

three zones (Mobile (IoT device, Fog and cloud) because 

the data being received and retrieved from the IoT /Mobile 

device is closer to the Fog node. It distributes the load 

based on the load in the fog node. 

 

Fig 4: Execution Time comparison of KHA with 

traditional methods. 

6. Conclusion 

This paper considered the problem of executing the task in 

the fog computing environment. It is proposed a load 

balancing technique that distributes over the fog computing 

node to execute the given task with in the time period and 

also lesser energy consumption. The proposed method is 

improved the energy efficiency and execute the task within 

the time period effectively. However the proposed 

techniques exhibited higher efficiency while scheduling the 

task in order to load balancing the fog computing 

environment. In future, we aiming of intelligent based 

learning system to scheduling the task in an fog computing 

environment. R  
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