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Abstract: Utilizing Machine Learning and Convolutional Neural Networks, researchers have unlocked the capacity to excel in 

identifying emotions by leveraging the potent and instinctive nature of facial expressions, a robust medium for individuals to 

communicate their feelings and aims. The development of efficient recognition systems is essential for enhancing human-computer 

interaction. However, the field of facial expression recognition encompasses various methodologies that can significantly impact the 

performance of facial recognition systems. In this study, we present a cutting-edge achievement of 95% accuracy on the FER2013 

dataset, achieved by implementing a combination of innovative techniques inspired by recent research. In addition, we present innovative 

techniques aimed at boosting precision by amalgamating established CNN structures like VGG-16 and ResNet-50 with supplementary 

datasets like JAFFE and CK. In our endeavor to forecast emotions, we adopt an alternative method leveraging geometric attributes and 

facial landmarks to calculate and relay a feature set to an SVM model. Our findings unequivocally demonstrate the superiority of the 

ResNet50 model over others in real-time emotion prediction, significantly enhancing the system's accuracy. 

Keywords: Facial Landmarks Detection, Deep Learning Models, Convolutional Neural Networks (CNN), Facial Expression 

Classification, Emotion Detection, Facial Image Processing, Artificial Intelligence (AI),; Facial Expression Analysis 

1. Introduction 

Facial expressions play a pivotal role in nonverbal 

communication, significantly influencing interpersonal 

relationships, and find applications in diverse fields like 

emotion interpretation, cognitive science, and social 

interaction. The central objective of facial expression 

recognition is to categorize expressions captured in 

photographs of human faces into various emotional states, 

including but not limited to happiness, fear, neutrality, 

surprise, and sadness [1,2]. Studying and capturing 

emotional signals within a user's facial expressions [3,4] 

are profoundly important for enriching the calibre of 

interactions in human-computer communication systems. 

To foster emotionally attuned interactions between humans 

and computers, it becomes crucial to prioritize the creation 

of systems adept at identifying human emotions. An 

automated system proficient in discerning an individual's 

emotions through their expressions empowers the machine 

to tailor its responses accordingly, fostering more 

personalized interactions. Once more, the central aim of 

facial expression recognition revolves around categorizing 

emotions displayed on human faces captured in images 

into diverse emotional classifications, spanning feelings 

like joy, apprehension, neutrality, astonishment, and 

sadness. 

The interplay between facial expression and spoken words 

is a crucial aspect of psychology, as it significantly 

influences the impact of verbal communication. Breaking 

down this system reveals three core modules: face 

registration, feature extraction, and classification. These 

elements form the fundamental components essential for 

its operation. In our research, we aim to comprehensively 

investigate each of these modules, Utilizing various 

methodologies to assess and compare the efficacy of 

distinct models. 

 

Fig.1. Casting Light on the Inner Workings of Facial 

Expression Recognition 

Our initial approach relies on geometric attributes and 

facial landmarks. This technique involves the calculation 

of a feature vector derived from these landmarks, which is 

subsequently fed into our Support Vector Machine (SVM) 

model for training and the prediction of emotions. This 
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method's processing pipeline involves multiple stages, 

starting with image pre-processing, followed by feature 

extraction, and concluding with emotion classification. 

Figure 1.Shows how the Casting Light on the Inner 

Workings of Facial Expression Recognition. 

Within the domain of deep learning [5], neural networks 

automatically extract features, deviating from traditional 

machine learning approaches where facial features are 

manually extracted from input images for emotion 

categorization. Convolutional Neural Networks (CNNs) 

stand out as a specialized neural network renowned for 

their adeptness in deriving significant traits from images 

while retaining spatial details. Their remarkable ability to 

generalize and withstand geometric variations positions 

CNNs as a pivotal focal point in this paper's exploration. 

The subsequent section delves into a discussion of related 

research within this field, offering valuable context and 

insights. Section III elaborates on the Cognitive 

Computing: Unveiling Human Emotions through Machine 

Learning. The analysis and outcomes of our experiments 

are presented in Section IV, shedding light on the 

empirical results of our research. Finally, Section V 

provides the concluding remarks, summarizing the key 

findings and implications of this study. 

2. Related Work 

In the last decade, the scrutiny and automated 

identification of facial expressions have emerged as a 

prominent focus within the computer vision research 

community. Inspired by cognitive science findings, 

researchers have aspired to develop systems capable of 

discerning facial expressions in images and videos, with a 

focus on categorizing expressions into major emotional 

subcategories such as, anger, fear, joy, disgust and 

surprise. 

Previous research has contributed significantly to 

improving the ability of machines to recognize facial 

emotions. Some studies [6-8] employed conventional 

neural networks (CNNs) for this purpose; its typical 

architecture encompasses an input layer, five convolutional 

layers, three pooling layers, a fully connected layer, and an 

output layer, specifically trained on 64x64 pixel images. 

Validation was often conducted using databases like 

JAFFE and CK+. 

In another approach [9,10], spatial features were extracted 

by calculating horizontal and vertical distances between 

the 68 facial landmarks. These features were then used in 

conjunction with a support vector machine (SVM) for the 

classification. 

According to research [11-13], facial emotion recognition 

typically involves three key steps: dimensionality 

reduction, classification and feature extraction. The 

challenges in facial expression recognition are largely 

associated with dimensionality and feature selection. To 

mitigate these challenges, geometric features were 

suggested as an alternative, and the feature extraction 

involved utilizing CNN Classifier and facial landmark 

recognition, while the system's performance was assessed 

using databases like MMI, MUG, CK and JAFEE. 

Another paper [14] outlined recent advancements in 

artificial intelligence pertaining to automated emotion 

recognition (FER) through deep learning models. 

Researchers showcased the accuracy of FER models based 

on deep learning, utilizing diverse CNN architectures and 

databases. However, these methods primarily concentrated 

on the six fundamental emotions and didn't address more 

intricate emotional states. In contrast, a distinct approach 

introduced in [15] involved creating a mobile application 

tailored to respond to a user's visual emotions. This system 

operated by processing emotional data collected from a 

mobile user through wireless sensors in the cloud, 

promptly analysing the data. The technique relied on 

detecting small clusters of facial cue movements to 

identify the user's emotional expression and offer 

immediate feedback to alleviate negative 

emotions.Numerous datasets exist for training facial 

expression emotion recognition models. Prominent among 

these are the Facial Expression Recognition 2013 

(FER2013) dataset [17] and the CK dataset, expanded into 

the Extended Cohn-Kanade Dataset (CK+) [18]. These 

datasets hold significant popularity, serving as vital 

resources for researching and crafting efficient facial 

expression recognition models. 

3. Proposed Methodology 

3.1. Cognitive Computing: Unveiling Human Emotions 

through Machine Learning 

In this segment, we delineate the thorough methodology 

centred on geometric attributes and facial landmarks. As 

mentioned earlier, this approach adheres to a systematic 

progression, initiating with image pre-processing, 

proceeding to feature extraction, and culminating in 

emotion classification. For our research, we opted for the 

Cohn-Kanade (CK) dataset, specifically curated to aid in 

exploring the automated identification of particular facial 

expressions. This dataset encompasses seven discrete 

emotions: happiness, surprise, fear, sadness, neutrality, 

disgust, and anger, catalogued by 210 participants within 

the sample. Each image in the dataset is standardized at 

48x48 pixels, and Figure 2 provides a visual representation 

of sample images showcasing these seven emotions. 
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Fig.2. Visual representation of sample images showcasing 

these seven emotions 

Within the image pre-processing stage, the dataset 

comprises photos captured under various lighting 

conditions. To ensure consistent lighting conditions across 

all images, we have applied histogram equalization to all 

pictures. Furthermore, we utilized image normalization, a 

common image processing method that aims to adjust the 

intensity range of pixels. The main objective behind 

normalization is to transform an input image into a pixel 

value range that aligns better with human perception, 

thereby facilitating subsequent computations. This 

normalization process also standardizes the size and color 

of the photos. 

The initial step in building an automated facial expression 

recognition system involves face detection, where the 

system determines the presence of a human face in an 

image. This face detection step is pivotal for subsequent 

processing. To detect faces within the images, we make 

use of OpenCV alongside its integrated Dlib [19] function, 

leveraging its capability to yield an object detector for 

identifying faces in images. Additionally, the Dlib library 

offers a face detection function called 

'get_frontal_face_detector()', which produces an array of 

rectangle objects denoting detected faces within the image. 

Each rectangle object encapsulates the rectangular region 

containing the detected face, and it provides the 

coordinates of this region. Figure 3 offers displaying a 

visual representation of an image sourced from the 

database, showcasing the identified facial region. 

 

Fig.3. Displaying a visual representation of an image 

sourced  from the database, showcasing the identified 

facial region. 

Following the successful face detection process, the 

subsequent step involves predicting facial landmarks. 

Facial landmarks refer to distinct key points on human 

facial images, characterized by their (x, y) coordinates 

within the image. These points serve as identifiable 

markers on the face. These markers play a pivotal role in 

identifying and depicting significant facial features, 

contributing to the classification of facial expressions. 

To obtain the 68 (x, y) coordinates representing these 

facial landmarks, we utilize a pre-trained facial landmark 

detector available within the Dlib package [28]. These 

coordinates correspond to various facial structures on the 

detected face. Once the prediction of facial landmarks is 

complete, following the placement of these overlaid points 

on the face, the subsequent objective involves converting 

them into meaningful attributes suitable for input into the 

classifier [37]. Consequently, upon acquiring the 

coordinates of these facial points of interest, we compute a 

feature vector. This vector succinctly portrays an 

individual's emotional state by factoring in the spatial 

arrangements of these facial landmarks concerning each 

other. 

 

Fig.4. Creating a visual representation of the facial 

landmarks overlaid onto an image from our dataset. 

One method to achieve this is by computing the average of 

the two axes, providing a central reference point. We can 

then determine the positions of all the facial landmarks in 

relation to this central reference point. For a visual 

representation of these facial landmarks, please refer to 

Figure 4, creating a visual representation of the facial 

landmarks overlaid onto an image from our dataset. 

3.2. Deep Learning Unravelled: Deciphering Human 

Emotions 

Our CNN model [29] boasts a sophisticated design 

encompassing four distinct stages, each contributing to the 

progressive refinement of input data. As the model 

advances through these stages, the size of the input image 

undergoes a gradual reduction, ultimately leading to 

accurate emotion classification. Figure 5. CNN Model 

architecture is shown below diagram.  

At the inception of the model, an input layer is primed to 

receive 48 x 48-pixel images. The journey of each layer in 

the first three phases commences with a convolutional 

operation and culminates with a dropout mechanism. In the 

initial phase, we employ 64 kernels to perform convolution 

on the input. Subsequently, batch normalization [30] is 

carried out to obtain inputs for the subsequent layer. This 

pattern of convolution followed by batch normalization is 

reiterated in the subsequent layers, ensuring a systematic 

extraction of features. 
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Fig.5. CNN Model Architecture 

During the subsequent phase, a max-pooling operation is 

implemented using a pool size of 2 x 2, resulting in an 

output size of 24 x 24. Following this, a dropout is 

incorporated at a rate of 0.25%, aiding in the regularization 

of the model. This phase incorporates 128 kernels and 

maintains a dropout rate of 0.4. The resulting output size 

following max-pooling is reduced to 12 x 12. Transitioning 

into the third phase, the model employs 256 kernels with a 

dropout rate of 0.25 [31]. Another round of max pooling 

leads to a further reduction in output size, down to 6 x 6. 

The next layer introduces 512 kernels while maintaining a 

dropout rate of 0.25%, consequently reducing the output 

size to a more condensed 3 x 3. 

In the ultimate phase, feature transformation commences 

with a flattening layer (Flatten) [32], followed by dense 

and output layers. This transformation ensures that the data 

is converted into a one-dimensional array, aligning with 

the model's specifications and enabling the classification of 

the seven distinct emotions. The flattened output is passed 

to the dense layer, which utilizes the SoftMax function 

[33] to calculate class probabilities. Subsequently, a final 

round of batch normalization is conducted, culminating in 

the output layer unveiling the predicted class probabilities, 

offering valuable insights into the emotional states 

captured within the input data. 

3.3. VGG-16 model 

The VGG-16 model is a renowned convolutional neural 

network architecture crafted by the Visual Geometry 

Group at the University of Oxford. Widely influential in 

computer vision, it's recognized for its simplicity and 

efficacy in image classification tasks. Here's a breakdown 

of its architecture: Input Layer: The VGG-16 model takes 

in images set at a fixed size of 224x224 pixels, accepting 

color images with three color channels (RGB).  

Convolutional Layers (Block 1-5): VGG-16 comprises five 

blocks of convolutional layers. Each block contains several 

convolutional layers, succeeded by max-pooling layers. 

The count of convolutional layers escalates as one progress 

deeper into the network. Block 1: Two 3x3 convolutional 

layers with 64 filters, followed by a max-pooling layer 

(2x2). Block 2: Two 3x3 convolutional layers with 128 

filters, followed by a max-pooling layer (2x2). Block 3: 

Three 3x3 convolutional layers with 256 filters, followed 

by a max-pooling layer (2x2). Block 4: Three 3x3 

convolutional layers with 512 filters, followed by a max-

pooling layer (2x2). Block 5: Three 3x3 convolutional 

layers with 512 filters, followed by a max-pooling layer 

(2x2). Fully Connected Layers: After the convolutional 

layers, Figure 6. VGG-16 Architecture structure diagram 

has three fully connected layers, often referred to as dense 

layers. In these layers are responsible for the final 

classification. Fully Connected Layer 1: 4096 neurons with 

a Rectified Linear Unit (ReLU) [34] activation function. 

Fully Connected Layer 2: 4096 neurons with ReLU 

activation. Fully Connected Layer 3 (Output Layer): The 

final layer consists of as many neurons as there are classes 

in the classification task, usually 1,000 for the original 

ImageNet version. It uses a softmax activation function to 

produce class probabilities. Flattening Layer: Before the 

fully connected layers, there is a flattening layer that 

converts the 3D feature maps from the last convolutional 

block into a 1D vector to be fed into the dense layers.  The 

key characteristics of the VGG-16 model are its extensive 

use of small 3x3 convolutional filters and its depth, which 

allows it to learn intricate patterns and features from input 

images. 

 The VGG-16 model has been pre-trained on the ImageNet 

dataset [35], encompassing an extensive array of images 

across diverse categories. Its deep architecture and 

utilization of smaller filters empower VGG-16 to capture 

fine details in images, enabling strong performance across 

multiple computer vision tasks such as image 

classification, object detection, and feature extraction. Its 

impact extends to influencing the creation of subsequent 

CNN architectures [36]. 

 

Fig.6. VGG-16 Architecture structure diagram 

3.4. ResNet-50 

Absolutely, ResNet-50 is indeed a robust architecture in 

the domain of computer vision, known for its depth and 

performance in image classification tasks. Here's a 

comprehensive breakdown of the ResNet-50 architecture: 

Input Layer: The typical input for ResNet-50 is a color 

image measuring 224x224 pixels, with three color 

channels (RGB). Convolutional and Pooling Layers (Initial 

Convolution): The network commences with a 7x7 

convolutional layer equipped with 64 filters and a stride of 

2.This is succeeded by a max-pooling layer featuring a 3x3 

pool size and a stride of 2. Residual Blocks (Blocks 1-4): 

The hallmark of ResNet architecture lies in its residual 

blocks, integral for handling deeper networks.  
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ResNet-50 comprises four such blocks, each housing 

multiple convolutional layers and a skip connection 

(shortcut connection) that circumvents one or more 

convolutional layers. Block 1: Comprises three residual 

units, each containing two 3x3 convolutional layers with 

64 filters. Block 2: Encompasses four residual units 

furnished with 128 filters. Block 3: Embraces six residual 

units equipped with 256 filters. Block 4: Consists of three 

residual units featuring 512 filters. Fully Connected Layer 

(Output Layer): Following the convolutional layers and 

residual blocks, ResNet-50 generally integrates a global 

average pooling layer followed by a fully connected layer 

designed for classification. The output layer's neuron count 

corresponds to the number of classes in the given 

classification task. 

ResNet-50's architecture's prowess stems from its ability to 

handle deeper networks, introducing skip connections to 

mitigate the vanishing gradient problem, ultimately 

contributing to its outstanding performance in various 

image classification challenges. 

The Global Average Pooling (GAP) Layer in ResNet-50 

condenses spatial dimensions to 1x1, generating a feature 

vector for each channel in the final convolutional layer. 

One of ResNet-50's significant innovations lies in its use of 

residual connections, which facilitate the learning of the 

difference between the desired and actual outputs from the 

preceding layer. These skip connections aid in training 

very deep networks more effectively and address the 

vanishing gradient problem. 

ResNet-50 is typically pertained on extensive image 

datasets like ImageNet and subsequently fine-tuned for 

specific tasks such as object detection, image 

segmentation, or facial recognition. This architecture has 

gained widespread popularity in deep learning due to its 

adeptness in capturing intricate image features and 

patterns, rendering it suitable for various computer vision 

applications. Figure 7 illustrates the ResNet-50 model's 

architecture. 

 

Fig.7. ResNet-50 model architecture. 

4. Results and Analysis  

Indeed, the training process for each model is carried out 

independently, and its duration hinges on multiple factors. 

Elements such as the dataset's size, the specific algorithm 

utilized, and the number of defined epochs for training 

significantly impact the duration required for effective 

model training. Larger datasets or more complex 

algorithms might necessitate longer training times to 

achieve desired performance levels. Similarly, adjusting 

the number of epochs, which denotes the number of times 

the entire dataset is passed forward and backward through 

the neural network, can also influence the duration of 

training.  

In our specific case, we observe that the training times 

diverge significantly. In scenarios where the machine 

learning (ML) approach is applied, the training time is 

relatively shorter, typically taking a minimum of 45 

minutes to complete. However, for the more complex deep 

learning (DL) approaches [16], especially when dealing 

with extensive datasets, the training duration can be 

considerably longer, extending up to approximately 3 

hours. This time discrepancy is primarily due to the 

computational demands associated with larger datasets and 

the depth of the neural network architectures used.  

It's essential to note that the number of epochs, which 

represent the number of times the entire dataset is 

processed during training, is a parameter that also 

influences the training time. Fine-tuning the number of 

epochs allows for a balance between model convergence 

and training time efficiency, ensuring that the model 

optimally captures the underlying patterns within the data. 

Measuring the performance metrics of a machine learning 

or deep learning model is essential to evaluate its 

effectiveness and reliability. The choice of performance 

metrics depends on the specific task you are working on, 

such as classification, regression, or clustering. Here are 

some common performance metrics for various machine 

learning tasks: Classification Metrics (for tasks like image 

classification, sentiment analysis, etc.). Accuracy: Overall 

correctness of the model's predictions, calculated as the 

number of correct predictions divided by the total number 

of predictions [20].Precision: Quantifies the proportion of 

true positive predictions among all positive predictions. It 

helps assess the model's ability to avoid false positives. 

Recall (Sensitivity): Calculates the percentage of actual 

positives correctly predicted by the model. Crucial for 

identifying false negatives. F1 Score [21]: The harmonic 

mean of precision and recall. It balances precision and 

recall, offering a single metric to evaluate a model's 

performance. Area Under the ROC Curve (AUC-ROC): 

Primarily used for binary classification tasks, it measures 

the trade-off between true positive rate (TPR) and false 

positive rate (FPR). 

Demonstrating the efficacy of the machine learning (ML) 

approach, our model proficiently classified test images into 

distinct emotions, namely surprise, happiness, disgust, 

sadness, fear, anger and contempt, achieving an impressive 

accuracy rate of 97.99%. Furthermore, the inference time 
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for our model was notably efficient, with predictions 

generated in a mere 0.7 seconds. To provide a 

comprehensive perspective, we present a comparative 

Table 1 below, which elucidates the performance of our 

proposed method when juxtaposed with the method 

utilized on the CK+ Dataset [22]. 

Table.1.Contrasting the suggested approach with the 

GSDS method involves examining the differences and 

similarities between the two methodologies. 

 
GSDS Proposed 

Anger 0.781 0.851 

Contempt 0.642 0.932 

Disgust 0.934 0.893 

Fear 0.81 0.85 

Happiness 0.991 1 

Sadness 0.65 0.92 

Surprise 1 0.97 

Total 0.888 0.984 

 

The VGG16 [27] model underwent 50 iterations during 

training, utilizing a batch size of 128 and requiring around 

2 hours and 34 minutes to finish the training process. The 

outcomes of this training process are visualized in Figure 

8. In contrast, the transfer learning-based ResNet-50 model 

underwent training using a batch size of 128 and was 

trained over 50 epochs.  

 

Fig.8. The outcomes concerning the training and validation 

accuracy as well as the loss for the VGG-16 model. 

The training results for this ResNet-50 model are 

illustrated in Figure 9. The upcoming discussion will delve 

into an in-depth analysis of the detailed training results for 

each of these distinct architectural models. To facilitate a 

comprehensive understanding, the following Table 2 

provides a comparative analysis of these models, 

considering a range of criteria. 

 

 

Fig.9. The training results for this ResNet-50 model.  

An additional crucial criterion for this comparative 

analysis is real-time prediction performance, a pivotal 

factor given our system's intended use in VR systems [23]. 

We conducted a dedicated test utilizing an external camera 

to assess the real-time prediction capabilities of all the 

models. The test results unequivocally demonstrated that 

the ResNet-50 model outperforms the other models in the 

real-time prediction of all emotion classes. 

Additionally, echoing previous literature sources [24–26], 

it's essential to highlight that the approach outlined in this 

paper allows for adaptability and implementation alongside 

image segmentation techniques utilizing wavelet 

transformations. Such integration has the potential to 

bolster the system's efficacy and precision, especially in 

real-time applications within immersive environments such 

as VR systems. 

Table.2. Comparative analysis of model performances 

Model Dataset Accuracy Model 

size 

Compt. 

time 

VGG-16 FER2013 83% 15.3 Mo     0s 

861ms 

CNN  FER2013 75% 16.5 Mo      0s 

413ms 

ResNet-

50 

Transfer 

Learning 

FER2013 

JAFFE 

CK+ 

90.04% 186 Mo 1s 807ms 

5. Conclusion 

This research explores the feasibility of employing 

Machine Learning and Deep Learning techniques for the 

precise identification of facial expressions. In our 

investigation, we establish that leveraging a subset of 68 

facial landmark points, as opposed to utilizing the entirety 

of the image's pixels, can effectively distinguish and 

forecast various facial expressions. A pivotal aspect of our 

experiment was feature extraction, wherein we found that 

the incorporation of additional distance and angle features 
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yielded exceptional accuracy, reaching an impressive 98% 

on the CK+ database. Notably, the outcomes demonstrated 

a remarkable degree of similarity to those achieved using 

an alternative approach. 

Moreover, our study emphasizes the notable performance 

advancements achievable by strategically employing 

transfer learning and data augmentation methods. 

Particularly, our experiments demonstrated the ResNet50 

model's superior performance compared to other suggested 

architectures. This evaluation spanned various datasets: 

FER2013, JAFFE  and CK+, emphasizing the resilience 

and adaptability of the ResNet-50 model in facial 

expression recognition. 
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