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Abstract: The fruit market faces challenges in grading, with existing commercial systems being prohibitively expensive. In contrast, 

smaller businesses often rely on manual grading systems, which are susceptible to human errors and inaccuracies. This research 

introduces an innovative approach to identify and grade Mango, aligning with the principles of Industry 4.0. Employing a Faster Region-

based Convolution Neural Network (Faster R-CNN) object detection algorithm through Tensor Flow, the system efficiently detects the 

fruit and utilizes image processing to assess the likely percentage of ripeness. This allows for the categorization of the fruit into specific 

classes. The study demonstrates that the proposed methods are not only effective but also cost-efficient for accurately determining fruit 

ripeness. Moreover, with effective training, the same system can be adapted for multiple fruits, showcasing its versatility and 

applicability across various produce. 
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1. Introduction 

Agriculture plays a crucial role in ensuring national 

economic stability, employing two-thirds of the population 

in India. However, technological advancements in 

agriculture have lagged behind other sectors like 

technology. Currently, fruit grading, a vital aspect of the 

fruit market, is carried out manually by human experts, 

leading to potential errors and inefficiencies due to human 

fatigue and subjectivity. Commercially available grading 

systems are expensive, prompting the need for a more 

cost-effective and efficient solution. 

To address this, there is a proposal to introduce a 

technology-driven fruit grading system that leverages 

machine learning stated by fadillah et al. [1]. This system 

aims to enhance efficiency, reduce human errors, and 

contribute to the overall growth of the economy. The 

demand in the fruit market is closely tied to the quality of 

the product, and the proposed system can ensure accurate 

grading based on factors such as ripeness, shape, and size. 

Ripeness is a critical factor in fruit quality, especially for 

fruits like mangoes, which are highly valued in India. The 

proposed system would utilize machine learning 

algorithms to identify and determine the quality of fruits 

by analyzing factors such as color, a key indicator of 

ripeness. Machine learning has been successfully used in 

agriculture for trend analysis, pattern recognition, and 

managing large volumes of data, as highlighted by 

previous research. 

While the current manual grading system suffers from 

inefficiencies, high costs, and slow performance, machine 

learning algorithms offer a promising solution. These 

algorithms can address issues related to human fatigue, 

subjectivity, and the need for a fast and accurate grading 

process. Researchers have identified multiple machine 

learning algorithms that can be applied to resolve these 

challenges. 

In summary, the introduction of a machine learning-based 

fruit grading system has the potential to revolutionize the 

agricultural sector, ensuring faster, more accurate, and 

cost-effective fruit grading, ultimately contributing to the 

economic development of the country. Then, the job will 

be efficient and error-free. Multiple Machine Learning 

algorithms can be used to resolve this problem as stated by 

Ranjit et. al [2] and Jang et. al.[3]. 

2. Literature Survey 

The evaluation of Mango maturity is based on the color 

transition from green to yellow or, in some instances, red. 

In the examination of tomato ripeness, Jaramillo et al. [4] 

identified six stages, as outlined in the table 1. Artificial 
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intelligence is widely employed for detection, with Jana et 

al. [5] emphasizing edge-based segmentation methods 

involving image pooling, pre-processing, image 

segmentation, feature extraction, and Support Vector 

Machine (SVM) for detection. 

Table 1. Stage, maturity, range comparison 

Stage Color/Maturity 
     

Range 

1 Green >90% 

2 Breaking 

90% 

Green 

color; 

<10% 

otherthan 

Green 

3 Turning 

10%-

30% 

Yellow 

4 Pink 

30% - 

60% 

Yellow 

or 

Redcolor 

5 Light Red 
60% - 

90% 

6 Red 
90% - 

100% 

 

Nandi et al. [6] applied a similar approach but utilized a 

Charge Coupled Device to capture video on a conveyor 

with a Mango. Susnjak et al. [7] enhanced color evaluation 

by measuring quality through color segmentation within 

the region of interest and pixel blob analysis to identify 

defective fruits. Fojlaley et al. [8] focused on tomatoes, 

employing feature extraction based on R and G color, fruit 

shape, and classifying mangoes based on the first, second, 

and third moments. 

Rismayati et al. [9] explored deep learning using 

Convolutional Neural Networks (CNN) for sorting salak 

fruits. Their method involves a region of interest for salak 

images and CNN classification, achieving a detection 

accuracy of 81.45% with a 6-filter-layer architecture. 

Inspired by these studies, we delved into new frameworks 

like TensorFlow and MobileNet, ultimately implementing 

the Faster R-CNN. This approach incorporates a 

convolutional module for region proposal Networks and 

sigmoid functions to enhance system speed. The 

expectation is improved accuracy, efficiency, and overall 

performance in this experimental setup. 

 

 

 

 

3. Proposed Method 

 

 

Fig 1.  Proposed Architecture 

In our case study, we introduce a system that utilizes a 

Raspberry Pi with a connected Pi camera to process 

images through a Faster R-CNN algorithm implemented in 

TensorFlow. This algorithm is specifically trained for fruit 

identification. The process involves capturing an image 

using the Pi camera, feeding it through the trained model 

for fruit detection, and subsequently analyzing the detected 

image to determine the ripeness of the identified fruit. The 

results are then displayed on a monitor. 

The Faster R-CNN algorithm, grounded in deep learning, 

plays a crucial role in discerning the characteristics of the 

fruit, enabling it to distinguish the fruit from other objects 

and effectively categorize it. In our scenario, the focus is 

on identifying mangoes in real-time. The software 

developed for this purpose classifies the detected mangoes 

into three ripeness categories: 

Class 1: High Ripeness 

Class 2: Medium Ripeness 

Class 3: Low Ripeness 

The hardware setup involves the Raspberry Pi 3 B+ model 

with 512MB of inbuilt SDRAM. The operating system 

used is Raspbian, a Linux variant optimized for Raspberry 

Pi. Any HDMI monitor or TV can be connected as a 

display for the system. Figure 2 illustrates the Raspberry 

Pi 3 B+ model used in this case [11]. 
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Fig 2.  Raspberry Pi [11] 

An exemplar of a highly ripened mango is employed to 

illustrate the functionality of the application. 

Consequently, the algorithm is adept at detecting a mango 

and determining its state of ripeness. 

The system's primary function is the detection of mangoes 

and the subsequent categorization of their ripeness. This 

involves the development and utilization of a softmax 

classifier. The dataset used for training and testing the 

model comprises a total of 458 images. Of these, 346 are 

designated for training, and the remaining 112 are 

allocated for testing. The images are sourced through 

manual capture or downloaded from Google. 

The process is outlined as follows: 

A. Faster R-CNN Object Detection: 

The operational model of the Faster R-CNN is depicted in 

Figure 3. The convolution layer computes feature maps 

using the data conveyed through the input layer. 

 

Fig 3. Proposed Faster R-CNN model Architecture 

The convolution process is carried out within the 

convolution layer, as explained by reference [12]. The 

Region Proposal Network (RPN) examines images to 

predict groups of objects and their objectness through 

feature maps. During each proposal, a specific portion of 

these feature maps is assessed by the Region of Interest 

(RoI). The resulting feature vector is fed into a fully 

connected layer with two output layers. The proposed 

system verifies the presence of the fruit, and generates four 

real values to define the proposal's location. 

B. Region of Interest (ROI) Pooling 

To transform the trained features, image pooling is 

employed, necessitating feature selection. For Region of 

Interest (ROI), each image is individually labeled using a 

labeling application. The functionality of this application 

is illustrated in Figure 4. 

 

Fig 4. Labeling Image 

For every image, an XML file is generated and stored in 

the root folder, containing information about the height 

and width of each label. Correspondingly, a CSV file is 

created, capturing fixed length displacement data for 

height and width. Both height and width serve as layered 

variables for all the images. In order to enhance data 

processing speed and efficiency, all the data has been 

converted into CSV format, as depicted in Figure 5 

Fig 5. Labeled image csv format 

C. Binary Classifier 

Faster R-CNN is primarily categorized into two modules: 

the fully convolutional network module and the detector 

module. The detector module employs Softmax, where the 

Softmax estimator calculates the probability for the object 

class using 

𝝈𝒊(𝒎) =  
𝐞𝐱𝐩(𝒎𝒊)

∑ 𝐞𝐱𝐩(𝒎𝒋)
𝒛
𝒋

, 𝒊 = 𝟏, … , 𝒛 

Where: 

𝑚 = 𝑖𝑛𝑝𝑢𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 

filename width height class xmin ymin xmax ymax

Mango1.jpg 275 183 Mango 15 15 140 134

Mango2.jpg 275 183 Mango 127 42 266 154

Mango3.jpg 216 233 Mango 51 66 158 173

Mango4.jpg 59 50 Mango 1 1 58 50

Mango5.jpg 75 50 Mango 12 8 50 27
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         𝑚𝑖 = 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑝𝑢𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 

 𝑗 =  𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚 

 𝑧 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 

We have implemented a two-class Softmax binary 

classification for fruit detection. Additionally, we 

incorporate the sigmoid function to enhance the model's 

efficiency. The sigmoid function plays a crucial role in 

binary classification and probability assessment. 

Therefore, the formula can be expressed as follows: 

𝝈𝒊(𝒎) =  
𝟏

𝟏 + 𝒆−𝒎 
 

We employ a multi-task loss to guide the training process, 

wherein the multi-task loss is utilized. 

𝑴𝑳 = 𝑴𝑳𝒄𝒍𝒔 + 𝑴𝑳𝒓𝒆𝒈 

Whereas, MLcls represents a classification loss logged 

across two losses, and MLreg signifies a regression loss 

over the regressor target, which traverses each pixel to 

predict its location. For MLcls, we opt for sigmoid entropy 

rather than softmax or multinomial entropy. Subsequently, 

a sigmoid function is employed to ascertain whether the 

object contains fruit or not. In cases where training data is 

insufficient, we consider this method to be the most 

suitable for fruit classification. 

D. Implementation 

The approach has been trained and tested on an Intel i7 

processor, NVIDIA's Quadro P1000 GPU, and its cuDNN 

with 32GB RAM. The model utilized for training is 

ssd_mobilenet_v1_coco. Images are selected arbitrarily 

and processed in batches. The training model converts the 

image into an 800x1200 pixel format, followed by the 

execution of the Faster R-CNN algorithm. Each training 

step reports the loss, which initially starts high in 

classification loss and gradually decreases during training. 

Starting at approximately 2, the loss drops below 0.1. The 

training was conducted until the loss consistently reached 

below 0.05, taking approximately 70,000 steps, equivalent 

to around 24 hours. This progression is depicted in Figure 

6 below. 

 
Fig 6. Classification Loss 

E. Testing 

Our model for Mango detection is prepared, and we 

executed the object detection code using Python as shown 

in Figure 7. 

1. Input:  

We utilized Faster R-CNN to construct an identification 

model based on a Mango dataset consisting of 

approximately 500 images. The illustration is 

demonstrated using a sample fruit image. The modeling is 

implemented using Python, employing MobileNet as the 

base, as described by Howard et al. [13], and TensorFlow 

library by Goldsborough et al. [14]. 

2. Training:  

The images provided in the train and test folders serve as 

input for the chosen model discussed earlier. Utilizing 

labeled images in these folders, we initiate the training 

process, which takes some time to generate an inference 

graph. This graph is subsequently used by the Python code 

to detect the Region of Interest (RoI) in the image. 

3. Result:  

Approximately 80% of the images are used for training, 

and the remaining 20% are reserved for testing. The 

training process yields a 99% accuracy rate, which is 

considered quite satisfactory. It's important to note that 

this accuracy may vary for other input images due to the 

arbitrary nature of the training process. Accurate labeling 

is crucial for achieving high accuracy, as highlighted by 

He et al. [15]. 

 

 

Fig 7. Training Result 

F. Ripeness Determination 

Upon finishing the detection process, the subsequent stage 

involves determining ripeness using image processing. 

This ripeness determination process primarily consists of 

three stages: preprocessing, feature extraction, and 

classification, as illustrated in Figure 8. 
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Fig 8. Flowchart for Ripeness Detection 

Algorithm Outline: 

1. Begin 

2. Receive input image from the output of the preceding 

sections. 

3. Convert the image into an HSV image. 

4. Apply thresholding to the hue for red (R), green (G), 

and blue (B) colors. 

5. Set saturation values to 0 and 255. 

6. Extract blobs from the image. 

7. Generate masks for redness, yellowness, and 

greenness. 

8. Determine the color that is predominant. 

9. Calculate and display the ripeness. 

10. End 

4. Result Discussion 

We now proceed with implementing ripeness detection for 

the fruit using the input image from the previous section. 

Figure 9 illustrates the RGB image along with its 

corresponding HSV image, utilized to generate masks.  

   

Fig 9. RGB Image (Left) and HSV Image (Right) 

The HSV image is employed to create redness, 

yellowness, and greenness masks by specifying minimum 

and maximum threshold values for each color (RYG). The 

purpose of these masks is to transform specific colors into 

different colors. For example, the redness mask turns areas 

with red color to white, while non-red pixels are set to 

black based on the specified threshold. Counting the white 

pixels in the redness mask provides the exact number of 

red pixels in the image, indicating the level of mango 

ripeness. 

Figure 10(a) displays the redness mask, showcasing areas 

where the color red is prominent. Similar masks are 

created for yellow and green colors as shown in Figure 

10(b) and 10(c) respectively. 

 

(a)                      (b)                    (c) 

Fig 10. (a) Redness mask (b) Yellowness mask  (c) 

Greenness mask 

 

Fig 11. Pixel Count 

The HSV conversion and masking aim to assess mango 

ripeness by counting the pixels of each color, as depicted 

in Figure 11.  

In above figure, the red color stands out prominently, 

suggesting that the mango is highly ripened. Depending on 

the dominance of red or yellow color, mangoes can be 

categorized as highly ripened.  

The application classifies the mango in as Class 1, 

indicating a high level of ripeness as shown in Figure 12. 

 

 

Fig 12. Results 
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5. Conclusion 

Furthermore, the success of this case study highlights the 

transformative potential of integrating cutting-edge 

technologies into the agricultural landscape, marking a 

significant stride toward precision farming in the era of 

Industry 4.0. The utilization of Google's MobileNet 

convolutional network showcases the adaptability of state-

of-the-art models, paving the way for innovative solutions 

to longstanding challenges in the fruit industry. 

The study's meticulous classification of fruits based on 

color serves as a robust foundation for future 

advancements in quality assessment methodologies.  

This not only contributes to the efficiency of fruit grading 

processes but also lays the groundwork for the 

development of automated systems capable of enhancing 

overall agricultural productivity. As the system proves its 

prowess in distinguishing between fruit classes, the 

roadmap includes exploring its potential integration into 

smart farming systems. The seamless extension of this 

technology to diverse regional and imported fruits holds 

promise for streamlining agricultural practices on a global 

scale, promoting sustainability, and ensuring consistent 

high-quality produce. 

Looking ahead, the research team envisions collaborative 

efforts with industry stakeholders to implement this 

technology in real-world scenarios, fostering a paradigm 

shift in fruit quality evaluation.  

The continuous refinement of the model and its subsequent 

adaptation to various fruits underscore its role as a 

transformative tool that has the capacity to revolutionize 

not only quality assessments for specific varieties but for a 

myriad of fruits, fostering a more resilient and 

technologically advanced agricultural sector. 
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